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Abstract

Recent measurements of B— D)~ cross sections at Belle, BaBar, and LHCb challenge
lepton universality and thus the Standard Model at a combined confidence level close to four
standard deviations. New measurements of differential decay rates could contribute to the
understanding of these anomalies.

The differential cross section of the decay B—>D*(—>D7r)l_ﬂl is parametrized according to
different dependencies on the three decay angles and the coupling constants of potential
new physics contributions. Observables using binned measurements of the differential cross
section are characterized and explicitly constructed. Based on an estimate for the obtainable
sensitivity, optimal binnings for such measurements are discussed. The discriminatory power
of the thus constructed observables is discussed based on a basis of dimension six operators
with renormalizable couplings contributing to B—s D*{~ .

Furthermore, continuing work on an analysis of the B—sD* (—=D7)¢~ vy decay channel for
{ = e, u using data from the Belle detector at KEKB is presented. The events are selected
from 772 million ete™ — Y(45) — BB events, where one B meson is fully reconstructed in
hadronic modes. Unfolded differential decay rates in four kinematic variables are presented
separately for ¢ = e, £ = p and a combined fit, allowing for precise calculations of Vg,
and B—D* form factors. The new lepton flavor specific results are also expected to
impact the discussion about potential light lepton flavor universality violations prompted by
measurements of B—sK*) ¢ decays.

Conventions

Throughout this document, natural units 7~ = ¢ = 1 are assumed. The convention for the
weak hypercharge Y is fixed by the relation Q = T5 + Y to the electrical charge, @, and the
third component of the weak isospin, T5. Unless otherwise declared, ¢ denotes either electrons
or muons, whereas we take the letter [ to mean any lepton.

A list of frequently used acronyms is given on page 157.
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Chapter 1

Introduction

After being finalized in the 1970s, the Standard Model of particle physics (SM) [1, 2] has become
the most successful theory to describe the observed particles and their interactions. However,
the SM leaves a series of notable observations unexplained and is therefore considered to be only
an incomplete theory. In particular, the SM fails to account for the total matter and energy
content of the universe as estimated from astronomical observations, leading to the concept of
dark matter and dark energy [3, 4]: The larger part of the universe appears to be still shrouded
in mystery.

Despite these shortcomings, the predictions of the SM have been tested and confirmed to
astonishing precision over the last 40 years [5], with the last building block, the Higgs boson,
finally being discovered in 2012 [6, 7].

As far as collider experiments are concerned, one of the very few concrete tensions between
measurements and the SM predictions can be found in decays of B mesons (particles consisting
of two quarks), in particular in semileptonic decays B—D® |, where | = e, w, T are leptons.
In the SM, these decays are mediated by the exchange of a W boson, a particle that couples to
all leptons with equal strength (Lepton Flavor Universality). Three experiments have recently
performed precision measurements of this decay channel: BaBar [8] at the Stanford Linear
Accelerator Center [9] (Stanford, USA), Belle [10] at the KEKB accelerator [11] (Tsukuba, Japan)
and LHCD [12] at the Large Hadron Collider [13] (near Geneva, Switzerland). Testing the lepton
flavor universality principle, they compared the relative frequency of this decay with tauons in
the final state (I = 7) to that of light leptons in the final state (I = e, ), that is, measured the
ratio

R(D®) = BR(B—D™7~1,) e
" BR(B—DWii) ok

of the corresponding branching fractions (BR, a measure of how often the B meson decays
through a specific channel). Each of the three independent experiments reported an excess over
the SM expectation [14-19]. Simply put, there are more tauons than we would expect based on
the lepton flavor universality of the SM. Combining the measurements from all experiments, the
significance of this anomaly has come close to the level of four standard deviations [20].

This observation could be a sign of new physics (NP) [21, 22|, a hint at the involvement of so far
unknown particles, possibly revolutionizing our understanding of particle physics!

In these exciting times, countless attempts have been made to explain the observations by
extending the SM with additional particles: additional Higgs bosons [29], leptoquarks [30] or
“copies” of the W bosons, to name just a few. While the available data is yet insufficient to
discriminate between the different models, the upcoming Belle II experiment [31] at Super KEKB
[32] and the continued operation of the LHCb experiment are expected to significantly increase
the amount of data available for new analyses.
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(d) SLAC [26] | (e) KEKB [27] ﬁ (f) LHC [28]

Figure 1.1: Accelerators and detectors involved in measurements of R(D®*))

First and foremost, this will allow for even more precise measurements of R(D™)), that will
hopefully increase the statistical significance of the anomaly. However, the larger dataset will also
allow considering new and related observables in this decay channel that are able to differentiate
between contributions from specific NP models. Therefore, the construction of observables with
high discriminatory power regarding NP contributions is an active field of research.

In this context, chapter 2 considers the specific decay channel B—>D*(—>D7r)l*17l and studies
the dependency of the decay rate on three angles between the decay products (the differential
cross section), taking into account potential NP. This angular dependency is characterized by
a set of twelve coefficients (each depending on the NP coupling constants). Given a future
measurement of the angular structure of the decay (given as a histogram with bins in the three
angles), the construction of observables to extract these coefficients is studied.

In contrast to previous studies that only gave explicit examples of such observables as a proof
of concept, the construction is formalized and requirements for the number of bins in the three
angles of the measurement are discussed. Furthermore, the expected level of uncertainty on the
observables is estimated and minimized over certain degrees of freedom in the construction of the
observables. The influence of the bin spacings of the measurement histogram on the obtainable
sensitivity is studied and optimal bin spacings for experimental measurements are determined.
Furthermore, the usefulness of the studied observables to discriminate between potential NP
contributions is discussed based on a basis of dimension six operators with renormalizable
couplings contributing to B—D*{~ 1.

In chapter 3, ongoing work on an analysis of the B— D*(—Dn){~ 7y decay channel for light
leptons (¢ = e, 1) using data from the Belle detector is presented. While potential NP contri-
butions that could explain the R(D*) tension are generally thought to mostly affect the decay
with 7 leptons, measurements of this channel are used to constrain certain parameters (form
factors) necessary for the theoretical prediction of R(D*). In fact, the published preliminary
results of the analysis updated here are currently being used as experimental input for all R(D*)
predictions that are included in the R(D*) average calculated by the HFLAV collaboration. In
the analysis, the events are selected from 772 million ete~ — Y(45) — BB events, where one B
meson is fully reconstructed in hadronic modes. While the results had previously been reported
without distinguishing between the lepton flavor, this update presents the unfolded differential
decay rates in four kinematic variables separately for £ = e and ¢ = p in the final state. These
new lepton flavor specific results will allow for additional tests of potential non-flavor universal
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NP in the light lepton modes. This is in particular interesting in light of recent measurements of
B—K®)¢¢ by the LHCb collaboration [33, 34], that are in tension with the light lepton flavor
universality of the SM.

In this first chapter, some basic concepts are introduced, starting with a quick review of the SM
and its limitations and followed by a more detailed introduction to the anomalies in semileptonic
B decays. After some general remarks about extensions of the SM and NP in B—s DI~ 1, three
prominent NP models that offer to explain the R(D*)) tension are introduced.

1.1 The Standard Model of Particle Physics

The Standard Model of particle physics (SM) [1, 2, 35] is a renormalizable gauge quantum field
theory built around the internal symmetry group SU(3). x SU(2)y;, x U(1)y.. Despite several
shortcomings, it is the most successful theory of elementary particles and their interactions to
date.

1.1.1 Field content of the SM

The particle content of the SM can be divided into two groups corresponding to their spin:
Fermions (particles with half-integer spin) and Bosons (particles with integer spin):

e The SM fermions have spin 1/2 and appear in two groups: Leptons (integer electrical charge,
no color charge) and quarks (fractional electrical charge, color charge). All fermions can be
subdivided in three different generations, each containing two quarks and two leptons of
different electrical charge Q: u, ¢, t (up-type quarks, Q = +2/3) and d, s, b (down-type quarks,
Q = —1/3), e, u, 7 (charged leptons, Q = —1) and ve, vy, vy (neutrinos, Q@ = 0). These six
different types of leptons and quarks are called the lepton/quark flavors. Furthermore, each
fermion has two chirality components, called left-handed and right-handed and denoted
with lower index L and R, respectively. However, note that the SM does not include
right-handed neutrinos. Each fermion is partnered with an antifermion of opposite charge
and chirality.

e Bosons can be further subdivided into the spin one (vector) gauge bosons and the spin zero
(scalar) Higgs particle H. The gauge bosons W and B are responsible for the electroweak
interactions, the gauge bosons G (gluons) for the strong force.

1.1.2 Gauge symmetries and spontaneous symmetry breaking

The gauge symmetry group of the SM is given by SU(3), x SU(2)y;, x U(1)y-, where SU(n) :=
{A € C"™"| det A =1} and U(1) := {z € C||z2| = 1}. Each of the three symmetry groups
corresponds to gauge bosons via the gauge principle: SU(3) to G, SU(2) to W and U(1) to B.

The transformation properties of a field under this symmetry group dictate its interactions with
other particles. In the following, we use the shorthand notation (m,n)y for a particle which
transforms as an m-tuplet under SU(3), an n-tuplet under SU(2) and carries U(1) hypercharge
Y. The fields of the SM together with their representations under SU(3), x SU(2)y;, x U(1)y
are summarized in table 1.1.

To avoid breaking gauge symmetries explicitly, masses in the SM are introduced via the Higgs
mechanism, proposed almost simultaneously by three independent groups in 1964 [36-38]: Instead
of directly including mass terms, an additional complex scalar field H (Higgs field) is introduced,
with gauge-invariant couplings to both fermions and gauge bosons. The Higgs potential V (H'H)
is chosen to have its global minima away from the origin, such that H acquires a non-zero vacuum
expectation value, thereby effectively breaking the gauge symmetry (Spontaneous Symmetry
Breaking SU(3), x SU(2)y, x U(1)y,—SU(3) x U(1),,,) and giving rise to terms that can be
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Fermions Gauge Fields Scalars
(S=1/2) (S=1) (S =0)
Ly, :2) 172 B (1,1)o H  (1,2)
QL 2)1/6 W (1,3)
VR 0 G (8,1)o

UR

(1
(3,2)
(1,1)
R (1,1)
(3,1)
dp. (3,1)

Table 1.1: The fields of the standard model and their representation under
SU(3)o x SU(2)yy x U(1)y. The weak hypercharge convention is fixed by Q = T3 + Y, where
Q is the electrical charge and T3 is the third component of the weak isospin (zero for SU(2)
singlets and 4+1/2 for SU(2) doublets). Note that by CPT symmetry, there is another set of
charge-conjugated fermions of opposite chirality and quantum numbers.

identified with the gauge boson and fermion masses (however, no such coupling is introduced for
neutrinos in the SM).

The presence of quartic interactions between one degree of freedom of the W boson (usually
denoted as W?3), the B boson and two Higgs bosons imply that W3 and B are not mass-eigenstates.
Rather, they mix to the linear combinations Z and -, the (electrically) neutral massive gauge
boson and the photon. The other degrees of freedom of the W boson then give rise to the W=
boson mass eigenstates.

Similarly, the coupling of quarks to the Higgs field as parametrized by Yukawa matrices implies
that mass eigenstates are not flavor eigenstates (which are also called interaction eigenstates,
as they are defined by their couplings to the gauge bosons). Rather, each mass eigenstate is a
linear combination of the flavor eigenstates and vice-versa. In contrast, because the SM does
not include right-handed neutrinos or neutrino masses, the distinction between mass and flavor
eigenstates does not have to be made for charged leptons.

In the SM, the couplings of the (flavor eigenstate) leptons to the gauge bosons are flavor-
independent (lepton universality). Interactions with Z bosons (neutral current) cannot change
fermion flavor, whereas the W+ boson (charged current) mediates between charged leptons and
neutrinos as well as up and down-type quarks of the same generation. Because of the mismatch of
mass and flavor eigenstates in the quark sector, the charged current also effectively mixes quark
generations. For the quark sector, this effect is described by the Cabibbo-Kobayashi-Maskawa
(CKM) matrix.!

Processes that change fermion flavor but not charge are called flavor changing neutral currents
(FCNCs). In the SM, they only occur beyond tree level (that is, in decay topologies containing
loops) and are strongly suppressed by the Glashow—Iliopoulos—-Maiani (GIM) mechanism [40].
Experimental results tightly constrain additional sources of FCNCs, making the suppression of
FCNCs an important criterion for extensions of the SM.

f V,, and Vj are the unitary matrices that rotate a left-handed up and down-type quark in flavor basis to the
corresponding state in mass basis, then the CKM matrix is given as V = V] V4. This also points to the reason of
why the neutral current cannot mix quark generations: As the neutral current does not mix between up- and
down-type quarks, the rotations between mass and flavor eigenstates cancel in the description of the process:
ViV, =1 and VdJr Va = 1. In extensions of the standard model that feature massive neutrinos of both chiralities,
the same rationale leads to mismatched mass and flavor eigenstates for the leptons and the pendant of the CKM
matrix, the Pontecorvo-Maki-Nakagawa—Sakata matrix (PMNS matrix) [39].
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Do), D)

(a) SM process (b) Mediated by leptoquarks

Figure 1.2: Two possible Feynman diagrams of B— D*I~ 1y [46].

1.1.3 Shortcomings of the SM

While the SM is the most successful theory of particle physics to date, it is commonly accepted
that it is not a complete theory. Besides not including a description of gravity, the failure to
accommodate neutrino oscillations” due to the absence of neutrino masses is a striking flaw.”
Furthermore, the SM conflicts with cosmological studies of the mass and energy content of the
universe (leading to the concept of dark matter and dark energy [3, 4]) as well as with the
observed matter-antimatter asymmetry [43]. From a theoretical perspective, the SM also fails to
provide satisfactory explanations for some of its features that appear to be unnaturally “fine
tuned” (e.g. the hierarchy problem or the strong C'P problem).

On the side of most concrete experimental measurements, the SM has been extremely successful.
However, tensions with the SM predictions have been found in the anomalous magnetic dipole
moment of the muon [44], measurements of the proton radius with muonic hydrogen® [45] and in
B meson decays (described in more detail in the next section).

1.2 Anomalies in B decays

Semileptonic decays of B mesons are well understood in the SM as processes being mediated
by a W boson. Particularly precise measurements of the branching ratios to B—sD®) ¢~ 1, for
¢ = e, pu have been performed at the B factories Belle and BaBar, with the measurement of the
CKM matrix element V,; as one of its primary motivations.

Measurements of the analog decay channel with tauons in the final state, B—sD® 7~ 1, are
experimentally more challenging due to the elusiveness of the short-lived 7 lepton that leads to
additional neutrinos. While some inclusive and semi-inclusive measurements of BR(b—X7"1;)
had been performed at the LEP collider [47] from 1996 on [48], the exclusive decay channel
B—D*1~ 1y was first measured in 2007 by the Belle and BaBar collaborations [49, 50].

The semitauonic decay channel is sensitive to additional amplitudes that are suppressed by
the lepton masses in the light lepton channels and allows to probe for additional new physics
contributions. In particular, the possibility to constrain models with an extended Higgs sector
served as a prime motivation to compare semileptonic and semitauonic B decays.

It is of advantage to consider the ratio of the branching fractions of the tau and light lepton

2First predicted by Bruno Pontecorvo [41], neutrino oscillations have been confirmed by studies of solar and
atmospherical neutrinos as well as by reactor and accelerator experiments. For the experimental status as of late
2018 see e.g. [42].

3However, it should be noted that very simple extensions of the SM with massive neutrinos exist. Therefore
some authors use a slightly more general definition of the SM that also includes neutrino masses, even though
their structure has not been completely understood so far.

4The proton radius can be separately calculated from studies of hydrogen atoms and from studies of muon-
proton systems (muonic hydrogen). However, current measurements find a 4% difference between both methods, a
tension of more than five standard deviations.
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BaBar had. tag ;
BaBar had. tag 0.332 + 0.024 + 0.018 -
0.440 + 0,058 + 0,042 T R Belle had. t
0293+ 0.038 + 0.015 _-_—r
Belle had. tag Belle sl.tag '
0.375 + 0.064 + 0.026 | 0302+ 0,030 = 0.0LL ;
Belle hadronic tau
AR | 0.270 + 0.035 + 0.027
._L_. LHCb muonic tau i
0.407 + 0.039 + 0.024 3 0.336 + 0.027 + 0.030 —
i LHCb hadronic tau
PRD94,094008(2016) : 0.291+ 0,019 + 0.029 N
0.299 + 0.003 1 Average :
0.306 + 0.013 + 0.007 ——
FNAL/MILC (2015) SM Pred. average 3 :
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PRD 95 (2017) 115008 _‘_
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JHEP 1712 (2017) 060 _._
0.257 + 0.005 ‘
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| | L 1 1 | | : | [ | |
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Figure 1.3: Separate averages for R(D) and R(D*) as calculated by the HFLAV group [20].

mode
B D® 5
R(D®) = BRAB—= D77 0,) (1.2.1)
BR(B—D™ (i)

. . . . . 5
as several sources of systematic error cancel in both theoretical predictions® (V, form factor
normalizations etc) and experimental measurements (detector efficiencies etc).

As of summer 2018, the HFLAV collaboration quotes the theoretical predictions [20]
R(D) o = 0.299 £ 0.003,  R(D*)p,0, = 0-258 £ 0.005, (1.2.2)

an arithmetic average of [51] (R(D) only), [52] (R(D*) only) and [53, 54]. In these analyses, the
R(D) value is calculated from the lattice results [55, 56], but a fit to B—D{~ 7, measurements
from BaBar [57] and Belle [58] allowed for significantly reduced uncertainties [51]. The 2017
value of R(D*) had been based on the analysis [59], which performed a parametrization of form
factors based on the work of Caprini, Neubert, Lellouch [60] (CLN parametrization). In contrast,
the 2018 value is obtained using a fit of the unfolded spectrum of the Belle analysis [61] (subject
of chapter 3) to form factors using the parametrization of Boyd, Grinstein and Lebed [62-64]
(BGL parametrization).

The experimental values are averaged from analyses of Belle, Babar and LHCb [14-19], resulting
in [20]:
R(D)

= 0.407 £ 0.039stat £ 0.024gyst, R(D*), ., = 0.306 £ 0.0134¢a¢ £ 0.007sys, (1.2.3)

exp exp

with a correlation of —20% between both results. Theoretical predictions and measurements
of R(D) and R(D*) are shown separately in figure 1.3, a joint fit in figure 1.4. The values of
R(D) and R(D*) exceed the SM predictions by 2.30 and 3.00, respectively and the combined fit
currently is in a 3.78¢ tension with the SM [20].

Similar studies comparing the branching ratios with electrons and muons in the final states did
so far not find tensions to e/p universality [65, 66].

"Table A.2 (page 109) compares the errors on R(D*) with those of the corresponding branching ratios as used
in chapter 2, demonstrating this effect.
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Figure 1.4: Joint fit to R(D™) by the HFLAV group [20].

-
. G . e
- B iLQ
B _ T ) T e )
u 7 Sy
(a) SM process (b) Mediated by leptoquarks

Figure 1.5: Two possible Feynman diagrams of B— D*1~ iy [46].

A different, but related decay channel that also drew some attention is B~ —7~ v, depicted in
figure 1.5. The average of BR(B~™—7 ") is (1.094:0.24) x 10~ [5] based on [67, 68], exceeding
the SM expectation of BR(B~™——7"7,) = 0.757 050 x 107 [46, p. 2].0

A similar variable to R(D™)) can be measured in leptonic decays of the B meson with b—s
transitions [70]:

BR(B— K" pup)

BR(B—K®ee)

The theoretical SM expectation of this ratio has been calculated to 1 with errors of O(1%). The
most precise experimental measurements are from the LHCD collaboration and are in 2.60 (R(K),
[33]) and more than 20 (R(K*), [34]) tension with the SM. The B—K®*)¢¢ decay channel
was also studied by Belle [71], CMS [72] and ATLAS [73], albeit with lower precision. The
implications of these results for searches of NP are for example discussed in [74].

R(K™) :=

1.3 Physics beyond the Standard Model

Due to the shortcomings described in 1.1.3, the SM is considered to be only an effective theory,
valid for energies below a certain energy scale A. A model describing new physics (NP) beyond
the SM is commonly expected to satisfy the following conditions [75]:

1. Its gauge group should contain the SM symmetry group SU(3), x SU(2), x U(1)y

2. The degrees of freedom of the SM should be included as composite or fundamental fields

5Note that the value of (1.44 +0.31) x 10™* [69] as currently given by the HFLAV collaboration seems to be
the result of an incorrect averaging of the same two analyses cited by [5].
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3. At energies < A, the SM should be recovered (but for yet to be discovered weakly coupling
light particles, e.g. sterile neutrinos).

Most NP models implement the third property by a perturbative approach motivated by the
Appelquist-Carazzone theorem [76], by which the low energy effects of heavy, yet to be discovered
particles can be taken into account by shifts of the particle masses and interaction strengths.
This means that the Lagrangian is in fact given by the following expansion

1 1
L=Lgp+ 1 20000 + 4526707 + 07, (1.3.1)
k k

where .Cg\)/[ is the “usual” part of the SM Lagrangian, containing only operators with (energy)

dimension two and four. NP then leads to higher order operators (’),E:n) with dimensionless

(n)

coupling constants (Wilson coefficients) C;

A full set of dimension five and six operators under these assumptions can be found in [75].

1.3.1  New physics in B—D*1~ i,

In the following, we will focus on NP models that offer explanations to the anomaly found in
B—s D™~ decays. Note that B—D®)[~; actually denotes two decay channels:

(@) B~ —(ac) DM~ and  (db)B°—s(de)DTM i~ (1.3.2)
and analogously for the C'P conjugated mode B—s D™+,
Both decays feature b—c transitions, while the @ or d quark seems to remain unchanged.
Throughout the thesis, we therefore assume that

1. NP contributions only affect the transition b—cl™ 7.

In fact, most analyses make use of Heavy Quark Effective Field Theory (HQET), where the decay
B—D*{" vy is described by an expansion in Aqcp/mu,. and the effect of the spectator quark (u

or d) is neglected to first order [77].

If we furthermore make the following two assumptions regarding possible Feynman diagrams of
the considered NP contributions:

2. All vertices are 3-vertices (3-couplings)’

3. There is only one intermediate (NP) particle X,

only three different interaction topologies are possible, depicted in figure 1.6:

bc— X — v, (1.3.3a)
bv— X —cl, (1.3.3b)
bl— X —ci, (1.3.3¢c)

where X is a particle of charge @ = —1, —1/3 or 2/3 respectively. Considering the quantum
numbers of the SM particles interacting with the NP particle for different chiralities in each
diagram, the hypercharge Y of the NP particle can be read of directly. The results are shown in
table 1.2.

"Note that this requirement also follows from dimensional considerations of the Lagrangian.
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Q=2/3

Figure 1.6: Feynman diagrams for possible production of a NP particle in b—c7r..

Hypercharge Y for
Chirality @ =-1 Q=1/3 Q=2/3

LL 0 ~1/3 2/3
LR ~1/2 ~5/6 1/6
RL ~1/2 1/6 11/6
RR ~1 ~1/3 2/3

Table 1.2: Hypercharge of the new physics particle X in the interactions depicted in figure 1.6
based on the chirality structure of the interaction.

Color Charge

Spin Yes No
0 (“Scalar” 2HDM
(“Scalar”) LQ
1 (“Vector”) w’

Table 1.3: New Physics Models relevant for B—sD®) 7~ grouped by spin and color charge.

In order to explain R(D™), the coupling of the NP particle X furthermore has to favor 7 over
light leptons.

The paper [22] characterizes all SM gauge group invariant interactions of dimension six relevant
for B—D*7~; by their transformation under SU(3) x SU(2);;, x U(1)y-. For the interaction
(1.3.3a) (which has the same topology as the SM channel mediated by the W boson), the only
options are (1,3)¢ (same as the SM W boson) and (1,2);/,. Additional W-like bosons are
commonly denoted as W/ and are discussed in more detail in section 1.3.3. Particles transforming
as (1,2); /2 can arise from extended Higgs sectors, in particular Two Higgs Doublet Models that
are considered in section 1.3.2.

The other two interaction topologies (1.3.3b) and (1.3.3¢) require the new exchange boson to
have quark-lepton couplings. The transformation properties in this case are (3,3)9/3, (3,1)2/3,
(8,2)7/6, (3,2)5/6 (mistakenly referred to as (3,2)5/3 in [22]), (3,3)/3 and (3,1); /3. Particles
with these properties are generally called leptoquarks, which can be both scalar or vector particles
and are discussed in section 1.3.4.

A quick categorization of these three models is shown in table 1.3.

Table 1.4 shows all vector fields that can have linear and renormalizable interactions to SM
fermions and are invariant under the full SM gauge group.
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Vector Representation Note

B, (1,1)o (7:Q=0)

B, (1,1), Candidate W' [78]

Wy (1, Adj)o Candidate W'

W, (1,Adj)1 (no fermion couplings)

g, (Adj, 1) (only quark couplings)

Q}L (Adj, 1), (only quark couplings)

H, (Adj, Adj)o (only quark couplings)

L, (1,2)_3/9 (no renorm. couplings to ¢ [78])
u; (3,1)a/3 Ui LQ

u; (3,1)53 (U1 LQ; Q =5/3)

Q}L (3,2)1/6 (172 LQ; only coupling £7v*u$% [79])
Q) (3,2) 5/6 Va2 LQ

Xy (3,Adj)z/3 Us LQ

y; (6,2), /6 (only quark couplings)

yf; (6,2)_5 /6 (only quark couplings)

Table 1.4: All irreducible representations of vector fields that can have linear and renormalizable
interactions and are invariant under the full SM gauge group [80, p. 4]. Hypothetical particles
that are interesting for B—D®) 7~ are highlighted.

1.3.2 Two Higgs Doublet Models

Extensions of the SM Higgs sector were among of the first models to be discussed in the context
of the anomalies in semileptonic B decays. A particularly simple such extension is given by Two
Higgs Doublet Models. A thorough introduction can be found in [81], which serves as a source
throughout this section.

The SM Higgs sector has the simplest possible structure, featuring only a single SU(2) doublet.
An important constraint for any extension is the parameter p, defined as [82, p. 52]
M,
= 1.3.4

p MZ cos? Ow ( )
In the SM at tree level, this value is p = 1 which is in good agreement with the 2017 world
average of 1.00037 = 0.00023, only about 1.6 0 above the SM expectation [83, p. 36]. Extensions
of the scalar sector by additional multiplets modify this value to [83, p. 36]

i1 [Li(5i +1) = Y2 |vif?

p= , (1.3.5)
23" Yi2‘vi|2

where I; is the weak isospin, Y; the weak hypercharge and v; the vacuum expectation value of the
neutral component of the multiplet. Thus, SU(2) singlets with Y = 0 and SU(2) doublets with
Y = £1/2 both do not change the expectation of p = 1, as I;(I; + 1) — Y;? = 2Y;2. Therefore,
the simplest way to extend the scalar sector of the SM while staying compatible with p = 1
is to add additional scalar singlets or doublets. Two Higgs Doublet Models (2HDMs) are a
particularly simple extension, adding only one more color neutral doublet, (1,2);/,. 2HDMs
are a common ingredient of supersymmetric models, axion models and could shed light on the
baryon asymmetry of the universe by introducing additional sources of C'P symmetry breaking
[81].
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Assuming renormalizability, the potential of a 2HDM is given by [84]
Vanoas =m3, @] @y + m3, 8@, — [m,0]@; + huc
Ly (ata ) = 2 (a1 d,) i i i i
+ 30 (@101) + S (@h2) 4+ 2 (@] 01) (@), ) + Ma(@] ) (@h01)  (1.3.6)

+ {;/\5 (qﬂq)g)z + [Ae(@]@1) + A7 (@) | (0]2) + h.c.},

with a total of 14 real parameters.

Usually, it is assumed that the Higgs sector is free of C'P violation (necessary to even distinguish
between scalars and pseudoscalars) and that the C'P symmetry is also not spontaneously broken.
Another common assumption is \g = 0 = A7 (by enforcing discrete symmetries that are only
potentially softly broken in the quadratic combinations of the fields) . Under these assumptions,
the potential is simplified to

Varpy = m?) @[y + m3, @iy —m3, (0 + 0fd) + ﬁ(qﬂqn) + ﬁ(qﬂqn)
1.3.7
+ A3 1D DDy + Ny ] B, ¢*¢1+A{(¢Tq>2) (@3@1) ] 37

with only eight real parameters. Some basic constraints on these parameters, e.g. based on the
stability of the potential are discussed in e.g. in [84] and [81, p. 91].

It is clear that Vagpy is invariant under rotations of ®,. After suitable rotations, we can assume
without loss of generality that the minimization of the potential results in the vacuum expectation
values (VEVs)

0 0
(@ro=1| vi [, (Po=| v2 [. (1.3.8)

V2 V2

Expanding around the VEVs, we write

oF
o, = Ca=1,2, 1.3.9
((va+pa+ina)/\/§> ‘ (1:39)

where pg, Na, OF i¢a are eight degrees of freedom. We write qﬁa = q§+ To find the correspondlng
mass eigenstates, write Vappy = ®T M + O($?) (where & = (@, @) and O(®?) are terms
proportional to ®1*®5 with m + n > 3) and diagonalize M. A derivation can be found in [85].
As a result, one finds the neutral bosons, A° (photon), G%, R, H?, and the charged bosons G‘jfv
(W boson) and H*. For the charged bosons one finds:

Glj/EV [ cosB  sinf of
(Hﬂ:> N (—sinﬁ cosﬁ) <¢2i ’ (1.3.10)

where (3, the “perhaps single most important parameter in studies of 2HDMs” [81, p. 7] is given

by
v2

tan 3 i= (1.3.11)
Ul
The overall size of the VEVs is fixed by the relation [81, p. 49]
2, .2 1
v+ 02 = ——— ~ 246 GeV, (1.3.12)

V2G
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Transformation Coupling

Type UR DR LR (I)l q)g ’LL% d}% €Rr

I + + + - + O P P
11 + - - - + Dy B Dy
X + + — - + Py Dy Py
Y + — + - + Dy D Dy

Table 1.5: The four types of 2HDMs with natural flavor conservation. Type X and Y have also
been referred to as type III and IV, Ia and IIb or “lepton specific” and “flipped”. Table adapted
from [84, p. 7] and [81, p. 11].

where G is the Fermi constant. The Yukawa couplings of the 2HDM are given by [84]

~Ly = Qo1 Ur + Q1P Dr + QL@1nY Ly + Q®anS Up+

_ _ (1.3.13)
+ QL Py Dr + Q ®onk L,

where ®; = igo®} and 1Y (F = U, L, D) are 3 x 3 Yukawa matrices.

One of the challenges of 2HDM model building is to avoid tree-level FCNCs, which do not exist
in the SM and are experimentally severely constrained. Models with natural flavor conservation
therefore completely forbid FCNCs. The Paschos-Glashow-Weinberg theorem [86, 87] states that
the absence of FCNCs is equivalent to the following three conditions: Fermions of given charge
and helicity

1. transform according to the same irreducible SU(2) representation,
2. correspond to the same T3 eigenvalue,

3. receive their mass from a single source (for a choice of basis common to all fermions of
given charge and helicity).

These conditions only leave four types, each of which can be enforced via a Zs symmetry. The
four types together with their couplings and symmetries are shown in table 1.5.

Prominently appearing in supersymmetric models, the type II 2HDM has been the most studied
model so far. In particular, the Minimal Supersymmetric Standard Model (MSSM) features
exactly this structure. However, a 2HDM of this type has been ruled out as a joint explanation
of the R(D) and R(D*) results by a 2012 BaBar analysis [88]. This is demonstrated in figure
1.7: The value of R(D) corresponds to a value of tan 8/my+ = 0.44 GeV ™!, whereas the value
of R(D*) points to a value of tan 8/my+ = 0.75GeV L. This rules out the type II 2HDM as a
joint explanation for R(D®)) at confidence level® of 99.8% [88].

A different possibility that excludes FCNCs, but still leaves room for additional sources of C'P
violation (which are excluded by the discrete symmetries describe above) was proposed by Pich
and Tuzén [90]. Here, the mass matrices of the Yukawa flavor space coupling matrices of &
and @y are required to be proportional to each other (Yukawa alignment), meaning they are
simultaneously diagonalizable and hence do not lead to FCNCs. Some phenomenological studies
of these Aligned 2HDMs (A2HDMSs) have for example been performed in [91].

8This confidence level was obtained under the assumption of mg+ > 10 GeV, however my+ < 10 GeV had
already been ruled out by B— X,y measurements in [89].
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0.8

02 0.4 0.6 0.8 1
tan 3/mpg+ (GeV™!)

S

Figure 1.7: R(D(*)) measurement of the BaBar collaboration under the assumption of specific
values of tan 5 (dark blue line with light blue band) compared with the theory prediction of a
type II 2HDM (dark line, red band). The SM corresponds to tan 8 = 0. [88]

Another possibility to suppress FCNCs is to require the non-diagonal Yukawa couplings to be
proportional to the geometric mean of the corresponding fermion masses [92] (type III 2HDM) or
to simply set lower bounds on the scalar boson masses to avoid experimental constraints (which
however also reduces the phenomenological impact of the model in general).

A 2017 review of models with extended Higgs sectors can be found in [93]. Analyses that
concentrate on the impact on B—D*7~ v, are for example [94], [95] and [22].

1.3.3 W' Bosons

W' bosons are hypothetical massive color singlets with electric charge +1 and spin 1, that is,
they can be considered as “heavy copies of the W boson”. The most general coupling of the W’
boson under the assumption of Lorentz invariance can be written as [96, p. 1]

L= %fm(c]{jijR +CE; PW'fj + huc., (1.3.14)

where Cﬁ/ ]j are matrices parametrizing the couplings to SM fermions, P/, = (1415)/2 and g is

)

the SM coupling constant, such that the SM W coupling corresponds to C* = 0 and CF = Vogur
for quarks and a diagonal matrix for the leptons.

Most W' models are associated with extensions of the SM gauge group. As the W’ carries charge,
this extension of the SM gauge group has to be non-abelian [78]. Introducing a W’ boson via an
extension of the SM gauge group will also automatically introduce a Z’ boson, a gauge boson
with similar properties to the SM Z boson and thereby to additional experimental constraints
(such as dilepton searches if the Z’ couples to SM leptons) [97].

A popular class of models with W’ bosons are left-right symmetric models (LR models), in which
the SM gauge group SU(3) x SU(2);, x U(1)y is extended by another SU(2) ; group, applying to
right-handed particles in the same way that SU(2), applies to left-handed particles. The extended
symmetry group is then reduced to the SM gauge group by spontaneous symmetry breaking at
low energies, so that the observed chirality asymmetry in the SM is explained as an emergent
property at low energies. Explanations for the small mass of left-handed neutrinos via see-saw
mechanisms and automatic R parity conservation in supersymmetric extensions [98] further add
to the motivation. LR models have been extensively studied since the 1970s [99-102], in particular
in the context of the Pati-Salam model SU(4) x SU(2); x SU(2)p or (SU#)cxSU(2), xSU(2)g)/z,,
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one of the first attempts at a grand unified theory. A particularly simple LR model is the minimal
LR model (MLRM) with the gauge group SU(3) x SU(2); x SU(2), x U(1),_p -

As for the transformation properties of W’ under the SM symmetry group, it was shown [80]
showed that the only representations of color singlet vector bosons with renormalizable couplings
to SM fermions are (1,1)1, (1,3)o and (1,2)_3/5. The representations (1,2)_3/5 and (1,1); do
not have renormalizable couplings to quarks and leptons, respectively, and are therefore not
relevant for the B anomalies. Thus, the only transformation property for a W’ contributing to
the B anomalies is (1, 3)o.

In general however, results of ATLAS and CMS tightly constrain color singlet W’ models in a
way that seems to leave fermionic couplings too weak to explain the B anomalies [22].

1.3.4 Leptoquarks

While leptons and quarks are described as independent fields in the SM, the consistency of the
SM as a quantum field theory requires a cancellation of triangle (gauge) anomalies [82, p. 46],
leading to deep connections between the quark and lepton sectors. This has been taken as a
pointer towards more fundamental theories that include quark-lepton transitions by means of
new mediators, leptoquarks (LQs), that carry both lepton and baryon numbers.

In fact, LQs occur in many extensions of the SM, in particular in most (attempts at) grand
unified theories, such as Pati-Salam SU(4) [99], Georgi-Glashow SU(5)? [104], SO(10) [105] and
SO(15) [106]. Other models with scalar leptoquarks include extended technicolor (in which LQs
appear as bound states of techni-fermions) [107], R parity violating SUSY models and composite
models (models in which quarks and leptons are composite particles) [108].

An early classification was performed in 1987 by Bruchmiiller, Riickl and Wyler (BRW model)
[109]. Under the assumption that

—_

. LQ couplings are invariant under the SM gauge group SU(3), x SU(2)y;, x U(1)y,

[\)

. LQ couplings are renormalizable,

w

. LQ couplings separately conserve baryon number (B) and lepton number (L),

N

. LQ couple only to SM fermions and gauge bosons,

only ten representations under SU(3), x SU(2)y;, x U(1),  are possible. Different assignments
become possible if there are no direct couplings to SM fermions [110], or when the baryon number
is not conserved (which however usually leads to rapid proton decay) [111]. Additionally, it is
often assumed that LQ couplings to fermions are chiral'’ and that LQs only couple to a single

generation of SM fermions''.

In addition to the notation from the BRW model [109], the notation from [114] (sometimes
referred to as “Aachen notation”) has gained some popularity. Frequently however, simply
the transformation properties under SU(3), x SU(2)y, x U(1)y are used as labels. All three
notations are compared in table 1.7. Some examples of how LQs can arise from spontaneous
symmetry breaking of extended gauge symmetry groups are shown in table 1.8.

9While the original model is no longer considered to be viable due to a range of issues, there are many
propositions for extensions that solve these [103].

10Chiral couplings mean that a LQ couples either to left-handed or to right-handed quarks, but not both.
Non-chiral couplings lead to four-Fermi interactions o urdreérvy that contribute to m—ev, which is helicity
suppressed in the SM, resulting in very strong constraints [112].

" This property, also called “diagonal” couplings, protects against tree-level flavor changing neutral currents,
that are strongly constrained [112]. It should however be noted that strict diagonality is impossible for LQs that
couple to left-handed quarks [113].
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BRW Aachen Repr. S F Q Allowed Couplings
Sy So (3,1)13 0 -2 1/3 gily, or uSer
Sh So (3,1)43 0 -2 4/3 1% er
S3 S1 (3,3)1/3 0 -2 1/3 qs
Vs Vi (3,2)5/6 1 =2 1/3, 4/3 FEyter or dgyiiy,
Vs Vi (3,2)_16 1 =2 =2/3,1/3  ufyt
Ry S1/2 (3,2)7/6 0 0 2/3,5/3 gL,ER, OT URE],
Ry Si /2 (3,2)1/6 0 0 —~1/3,2/3  drlL
Uy Vo (3,1)2/3 1 0 2/3 quy™ey, or dpyter
U, Vo (3,1)5/3 1 0 5/3 urrer
Us Vi (3,3)23 1 0 —-1/3,5/3  quyML

Table 1.7: Classification of SU(3), x SU(2)y;, x U(1)y invariant LQs in the BRW model [79, 109].
Furthermore, the equivalent in the Aachen notation [114] is presented (note that the mirrored
particle-antiparticle convention). Highlighted are all LQs that could contribute to B—D*(~ 1.
This table uses the hypercharge convention Q = Y + T3. F = 3B + L denotes the fermion
number, S the spin and @ the (electric) charge of the LQ.

Leptoquark Symmetry Breaking Pattern
(3,1)2/3, (3,1)5/3 SU(4) — SU(3) x U(1)
(3, 2)1/6? (372)—5/6 SU(5) — SU(B)C X SU(Q)L X U(l)y
(3,3)2/3 SU(6) — U(1) x SU(3) x (SU(3) — SU(2))

Table 1.8: Examples of symmetry breaking patterns giving rise to different types of leptoquarks
[80, p. 5].

A 2016 review of leptoquarks with a focus on their collider phenomenology is presented in [115].






Chapter 2

Observables Sensitive to New Physics in
B— D*(—D7)I™

In this chapter, the differential cross section of the decay B— D*(—Dn)l~ 1 is parametrized
according to different dependencies on the three decay angles and the coupling constants of
potential NP contributions. Observables using binned measurements of the cross section are
constructed and optimal binnings for such measurements are discussed. Furthermore, a basis of
dimension six operators with renormalizable couplings contributing to B—sD*1~ 1 is considered
in this framework.

2.1 Introduction

The full differential cross section for the B— D*(—Dn)l~#; decay can be written as (similar to
[116])
d*T(B—D*(—D7)l" 1))
dg? dy déf, dfp~

9
= o NE@) Y Waldh ) Balx, 00, 0p), (2.01)
7T acA

with 12 linearly independent' terms B, that depend on the three decay angles y, 6, and 6p-
(defined in figure 2.1) and ¢? dependent coefficients W, (q?, ¢;) that also depend on parameters c;
(¢; € C, 1 < i < 13) that parametrize NP contributions. Here, ¢? is the squared four momentum
transfer ¢> = (pp — pp+)? between the B and the D*.? The four variables x, 0, §p- and ¢° are
referred to as the kinematic variables of this decay channel. Plots of the corresponding single
differential branching fractions dI'/ d¢?, dI'/ dy etc. are shown in figure 2.2.

Following the notation of [116], the summands W, B, are split in three categories based on
the helicity configuration Ap+Apy of the interactions they describe. Here, Ap+ and Ay are the
helicities of the D* and the (¢v) systems, respectively. The configuration Ap«Ay = 00 is called
“longitudinal” and the corresponding terms are indicated with an upper index 0": W{BY, W9BS
and W9BY. The lower indices 1, 2 and 3 are arbitrary and enumerate terms with different angle
dependencies. Similarly, the terms W{ Bf, W' BT, Wi BT Wl B} and W BE correspond to
ApsAw = £=4' (“transverse”) and the terms WT, WIT W9 and W{T to Ap<A\w = 04 or £0
(“mixed”).

Note that the amplitudes Wg , W??T and WET drop out in the CP average (which is being
assumed in most experimental measurements of B—D*I";). In order to stay as general as
possible (and to stay sensitive to new sources of C'P violation), we do consider the full cross
section without C'P averaging.

"'When we talk about linearly independent functions {fi | 1 <1i < n} in the following, we mean that there
exist no a; € R, not all zero, such that ZZ a;fi =0.
'm2B +7n2D* 7(12

2Sometimes the linearly related quantity w := G Tp— is used instead of ¢°.

17
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6/ D* 5"
z
B
m
v

Figure 2.1: Definition of the angle x and the helicity angles 6, and fp- in the decay
B—D*(—Dm)7" iy The red plane is spanned by the momenta of the leptons ¢ and 7y, with 6,
the angle between the opposite D* momentum and the £~ momentum (as seen from the fvy rest
frame). The blue plane is spanned by the 7 and D momenta with p- the angle between the D
and the 7 (as seen from the D* rest frame). Finally, x is the angle between both decay planes as
seen from the B rest frame. Graphic from [116, p. 6].

1 = sin®(0p~) sin(6y)
BY = sin(Ap~) cos(0p-) sin(6y) BT = sin®(0p-) sin®(8y)
BY = sin(fp~) cos?(0p+) sin®(6;) BT = sin®(0p-) sin(6y) cos(6y)
BY = sin(fp~) cos?(0p+) sin(y) cos(6y) BT = cos(2x) sin®(0p+) sin® ()

BT = sin(2x) sin®(0p-) sin®(8;)

B = cos(x) sin(fp~) sin(260 p+ ) sin(6y) sin(26,)
BST = cos(x) sin(fp+) sin(20p+) sin2(9€)
BQT = sin(x) sin(fp+) sin(260p+) sin? (0e)
BQT = sin(x) sin(0p~) sin(20p+) sin () sin(26,)

Table 2.1: The functions Bg(x, 0, Op+)

To use sum notations, we sometimes join the lower and upper index, e.g. write W,, a = 10T
instead of W7, Thus, we write for the limits of the sum in (2.1.1):

A := {10,20,30, 1T, 2T, 3T, AT, 5T, 10T, 20T, 30T, 40T'}.. (2.1.2)

The full implementation of the differential cross section follows [116] (with some adjustment to
the dissection into summands) and can be found in detail in appendix A. The explicit angle
dependencies B, are shown in table 2.1.

As we will concentrate on the angular distribution, we mostly consider equation (2.1.1) integrated
2
over q-:

d3
e Walci 00, 0p+ 2.1.3
d df, dfp- % (i) Ba(x, 0, Op+), (2.1.3)
where we defined
_ 0 [GPax
Wolci) = 7/ dg® Np(¢2)Wa(d?, ci), (2.1.4)
327 e
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Figure 2.2: Single differential cross sections in ¢2,w, 8, 0p«, cos 0, cos p+ and x for the SM (red:
light leptons, orange: tauons). The error bands show the pointwise +10 systematic errors (see
appendix A.4). Note that an additional minus sign is introduced for the differential cross sections
in cos 6y, cosfp+ and w in order to show positive values for an easier comparison with histograms.
This is due to the flipping of integral limits (which would require to integrate from “right to

left”), as the cosine and w(q?) decrease with increasing angles and g2, respectively.
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with ¢2;, = m? and ¢2,, = (mp —mp+)? as limits.> The values of W, for the SM are visualized
in figure 2.3.

An experimental analysis measuring the differential cross section with respect to several of the
kinematic variables will publish their results binned (i.e. integrated over subsets of the phase
space) in bins I'(7). Thus, the goal is to use these values I'(7) to gain insight on NP contributions.

We proceed in three steps:

1. In section 2.2, we consider equation (2.1.3) binned in N bins, such that it takes the form
of a set of N linear equations with the W, as unknown variables. For a suitable binning,
we can then find weights w, (), such that

Wa = Zwa(i)F(i), (2.1.5)

giving rise to an observable measuring W, which is simply a weighted sum of the measured

bin contents T'**P(7):
N

Oa: TP " wa (i) TOP(i). (2.1.6)
i=1
In section 2.3 we construct such observables for different assumptions on the bins and
weights and discuss their performance. This will result in recommendations for the number
and spacing of bins in the three kinematic variables in future analyses, summarized in
section 2.3.5.

2. The W,(c;) contain the maximal information that can be inferred from the angularly
binned differential cross section. The next step is to inspect their dependency on NP
coupling constants. In section 2.4, we make this dependency explicit by parametrizing

Walc) =Y, ciWS), where the ¢; are linearly independent quadratic combinations of the
coupling constants ga, gv, gs, gp, 11 and the W,(;) are NP independent and considered to
be constant (though they of course still depend on masses, form factor parameters etc).

3. Considering general NP without any additional assumptions or constraints, it is in general
difficult to make concrete statements about the NP coupling constants given the values of
Wa(ci). In section 2.5, we therefore consider a base of all dimension six operators with
renormalizable couplings relevant to the B—D*I~#; anomaly. Each of these specific opera-
tors introduces relationships between the coupling constants that reduce the dimensionality
of the problem. This allows us to more concretely consider the discriminatory power of
potential new observables based on the strategy described here.

The idea to consider such observables in the context of the B anomalies has been discussed
to some extent in [117] and a particularly simple angular observable, the forward-backward
asymmetry

o) = | [ deos " deos 0 dr d Ay = q'%‘aEl?A 2 2.1.7
g(q).f /_1 COS@—/O COS@m an 9'*/2 q H(q) ()

9min
has gained widespread use and has been considered for a wide range of different NP models.
However, so far no attempt has been made to formalize the construction of such observables and
to systematically investigate their performance and binning requirements, which is the aim of
this chapter. A more detailed comparison with literature results can be found in section 2.6.

3These limits follow out of kinematic constraints: As ¢* is Lorentz invariant, it can be evaluated in the B rest
frame as ¢° = (pp — pp*)? = m% + mh« — 2(EpEp+ — 0 pp=) < mj +mp« — 2mpmp+ = (mp — mp=)>. On
the other hand, we have ¢*> = (pp — pp+)? = (pe + p.)*> = mi + 2(E(E, — §epy) > mi + 2(E(E, — |pe|pv]) > m2,
because E > |p|.
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Figure 2.3: Integrated values W, for the SM.

Constructing observables O, that directly map onto measurements of W, is not the only way
to determine W,. A conceptually much simpler approach to extract all W, at once is given
by minimizations of expressions of the discrepancy between the measured binned data and the
parametrized expectation for each bin.

However, such fits usually constitute “all-or-nothing” approaches: Either the binning is sufficiently
fine to extract every W, or the minimization will not arrive at unique values for any W, (because
there are more degrees of freedom than constraints). The minimal value of the minimized function
Ay gives a benchmark for the overall agreement of data and the theoretically expected form of
the distribution.

In contrast, the approach of angular observables considers each W, (or combinations thereof)
separately, arriving at different conditions for the binning to extract each W, and also at different
associated experimental errors. This allows for a more tailored analysis, even with a low number
of bins and generally sparse data.

2.2 Our Approach

Let us assume that we have access to the ¢?-integrated differential cross section in the three
angles, given in bins

U(i) C [—m,7] x [0,7] x [0,7], 1<i<N, (2.2.1)
Define the binned cross section as
TPrax d4r
(i) := dy dé, dop- dg? . 2.2.2
and furthermore introduce the notation
B(i) = / dx d0; d0p- Ba(x, s, 01>+, (2.2.3)
U(i)

the binned angle dependencies. With this notation we have by virtue of (2.1.1):

L(i) =Y Ba(i) Wa, (2.2.4)
a€A
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which is a matrix equation that can be solved for the W, if and only if

rank (Bg(i)aca1<icn) = #A = 12. (2.2.5)

In particular, this gives us the constraint N > 12 for the number of required bins. Due to the
linear character of (2.2.4), a solution will always have the form

N
Wa=>_ wa(i) (i), (2.2.6)
i=1

i.e. the ¢*-integrated amplitudes W, are given as a simple weighted sum over the bin contents of
the cross section, giving rise to the observables O, (cf. (2.1.6)). The numbers w,(i) are called

weights and are elements of generalized inverses of the matrix (B,(4)).

The problem of finding appropriate bins, weights and the parametrization of their degrees of
freedom is discussed from a slightly more mathematical standpoint in appendix B.

In the following, we are interested in the following three questions:

1. How many bins do we need to construct O,7 How many to construct all 12 0,7

2. Given a fixed set of bins, how can we choose weights such that we obtain the lowest expected
uncertainty on 0,7

3. How can we find the most “beautiful” weights? That is, how can we construct conceptually
simple observables O,7

Answers to these questions will be given under several different assumptions for the bins and for
the weights in section 2.3.

2.2.1 Expected uncertainty on the observables

To assess the usefulness of an observable O for experimental purposes, we need to estimate the
level of expected uncertainty.

Let us consider a general expression for an observable Og,

N
Og: TOP— > " w(i) TP (i), (2.2.7)
=1

which maps the results of a binned measurement I"**P(7) to a measurement of a linear combination
Yoo W, (a slight generalization from our previous definition of O,, which now corresponds to
Qg = 5&@’)-

In the following we take the theoretical SM expectation I‘ts}l‘\flo(z) as an estimate for the expected

value of T®P(3). Let Ngp be the number of generated BB events in the experiment and assume
that there is a flat reconstruction efficiency € in such a way, that the bin yields are given as

N®P(j) = Nppeh trpT®P (i), (2.2.8)

where 7p is the mean life time of the B meson® and i = 6.58 x 1072° GeV - s [5] is the reduced
Planck constant. For more information about this, see section 3.9. We write N Beh_lTB =: A.

Let us now assume that the event yield N*P(i) is Poisson distributed around its true value for
repeated measurements, such that

A2 Var(T®(i)) = Var(N®P(i)) = E(N®P(i)) = A - T (). (2.2.9)
“The PDG averages are 7+ = (1.638 £ 0.004) ps and 750 = (1.520 £ 0.004) ps [5].
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Based on this, we make the assumption Var(I'™P (i) = A7 (7). Since we are only interested
in the effects of different binnings and weights, we set A = 1. Since Var(aX +bY) = a? Var(X) +
b% Var(Y) for a,b € R and random variables X, Y, our estimate for the variance of O, thus ends
up being

Var(Og) =

o8

s
Il
—

N
w(i)? Var(T™P (i Zw rihee () =
=1 (2.2.10)

tlﬁz
E

)> > Bul(i

a’€A

@
Il
—_

Finding the optimally performing weights then corresponds to the following minimization:

N N
min{Zw(z’)Q > Bo ()Wo' | w(i) € R, > w(i) Y Byli)éy = 07}, (2.2.11)
=1 =1

a’'€A a’€eA

In practice, this minimization is done by parametrizing all solutions for the weights w(™) (i)
(explained in appendix B) and then simply minimizing the expression for the variance with
respect to the degrees of freedom 7.

For an even more thorough investigation of optimal observables, especially when considering
fine binnings, it would be necessary to test the stability of the performance of such optimal
observables under variation of the expected event yield per bin. That is, rather than using just
the standard model expectation, the figure of merit should be calculated from the variance for a
distribution of possible bin yields varied around the standard model expectation.

At the same time it should be stressed that the assumption of the SM distributions T'{i% (i) (or
in fact any kind of numbers for I'(7)) for the optimization of the weights does in principle not
introduce any kind of bias, because the expected value of Oz remains unchanged when varying
the degrees of freedom of the weights.

Intuitively one can understand how functions that are hard to distinguish from each other lead to
observables with high associated uncertainty as calculated via equation (2.2.10): If two functions
B, and By, are very similar, it also means that B,(i) & By(i), i.e. the matrix (By(i))q; has
two very similar (almost collinear) rows, that is has a very small determinant and therefore
(right)inverses with matrix elements of high absolute value. Since the weights are elements of
(right)inverses of this matrix, this means that the squared weights in the calculation of the
variance will lead to a high uncertainty of the corresponding observable by equation (2.2.10).

Note that it is impossible to calculate all relative errors y/Var(Ogz)/E(Og), because some of the
observables will have vanishing SM expectation value. Nonetheless, we can use /Var(Og) to
compare the performances of differently constructed observables extracting the same feature, e.g.
comparing /Var(Q,) for O, constructed with respect to different binnings.

To put the numbers into perspective, it can be instructive to apply equation (2.2.10) to the
measurement of the total cross section I', which corresponds to w(i) = 1 for any binning
and gives \/Var(l') = 5.85 x 1078GeV ({ = 7) and 1.16 x 1077 GeV (¢ = e/u). As T =
%77(3W? + GWiF + 2W2 + 4W§), we can compare

SW\/Q Var(09) 4 36 Var(OT) + 4 Var(09) + 16 Var(0OF') (2.2.12)

to this value.
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Figure 2.4: Scatter plots and correlation between two different angle dependencies B,. The plot
for BY vs BY is almost identical to the one for B vs BI.

2.2.2 Expected correlation of the observables
Of equal importance is the correlation between two observables. Adding the observable

N
Ogr: TOP— > " w/(i) TP (i) (2.2.13)
i=1

and using the bilinearity of the covariance, we get:

Cov(Og, Ox) ZZ i') Cov(T°*P (), TP (i')). (2.2.14)

Assuming that the measurements of different bins are strictly uncorrelated (which will in fact
not be true experimentally, cf. section 3.7), and making similar assumptions about the variance
as above, we get

Cov(I™P(i), TP (7)) = Corr(I**(3), TP(i')) \[Var(Tex2(3)) /Var (D0 (7)) =

Oyt (2.2.15)
= 2w (TP (),

and thus for the correlation

Sy w(iw (')Tthe"(’)
Corr Od’, 052/ . 2.2.16
( ) \/Zz 1W 2Ftheo Z \/Z )2 Ftheo( ) ( )

For an ideal set of observables, we would prefer low correlation between the observables. In
principle, even a vanishing correlation can be obtained by considering mutually exclusive parts of
the dataset, i.e. by ensuring, that for any two observables Oz and Oy as above, w(i) and w(i")
are non-zero on mutually exclusive subsets of the phase space. However, this in turn is likely to
increase the variance for both variables, as lower amounts of data can be used per observable.

Considering the observables O, with O, (T**°) = W ,<=0,(By) = d4 and assuming that they
are optimized for low variance independently from each other, it is also instructive to look into
the correlations of the binned or unbinned angle dependencies B, or B,, respectively.

This is not only interesting for later comparison with the correlation matrices of the observables,
but it should also be noted that similar angle dependencies (which are often connected to high
correlation) will lead to high weights and thus a high variance as well (as discussed before).
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Figure 2.5: Correlation between angle dependencies calculated with a uniform sample of 50,000
points.

For the unbinned B,, one can consider a sample of uniformly randomly distributed points of the
phase space [—7, 7] X [0, 7] x [0, 7] and evaluate two functions B, and B, on all of these points.
The result can be illustrated in scatter plots as in figure 2.4. It is however important to note
that taking the correlation coefficient of two variables as a measure of their independence can be
misleading. This caveat is particularly important here, where symmetries in the trigonometric
functions can lead to the set {(Bg, Bp)} being symmetric around the (z,0)-axis, causing the
correlation to vanish.

For the binned values B,, a binning U (i) is fixed and the tuples (B, (i), B,(i')) are calculated
and then used to determine the correlation coefficients. For a fine binning (e.g. with 10 x 10 x 10
bins), the binned correlation coefficients will converge to the unbinned correlation coefficients.
Figure 2.5 gives examples of a matrix of binned and unbinned correlation coefficients.

2.3 Binnings and Weights

In this section, observables O, will be constructed based on four different assumptions on the
bins U(7) and weights w(7). Subsection 2.3.5 compares the results.

If not stated otherwise, all sensitivity optimizations have been carried out for the [ = 7 case.

2.3.1 General subsets as bins

Based on the results of appendix B, we know that there exists a binning in 12 bins U (1), ...,U(12) C
[—m, 7] x [0,7] x [0, 7], such that we can distinguish between all B, i.e. extract all W, using
the 12 data points I'(1),...,I'(12).

As a simple proof of concept (that however only uses 1/122 of the data), one can for example
consider’

U; := [—77—}-5%,—%—1—%77] X {%ﬂ',]%ﬂ'} X {11 w2 1=11 (2.3.1)

SIn fact it is even possible to consider [%W, 1’—271'] for the last bin, but the resulting matrix will be so close to

being singular, that the non-singularity is hard to verify numerically.
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and verify that the corresponding 12 x 12 matrix (B4(%))q,; indeed has full rank.

Subsequent sections will all place additional constraints on the binning and the weights, thus
(unpractical as it may be) this general scenario will in principle yield the best performing
observables for a fixed number of bins, N, and could thus serve as a benchmark to test further
simplifications against.

While the binning in full generality consists of arbitrary subsets of the phase space, we only
consider a simplified approach: First, numbers n,,ng,,ng,. > 2 (called the resolution) are
fixed and n, — 1 points x* € [, 7], ng, — 1 points 6] € [0,7] and ng,, — 1 points 6%. € [0,7]
are selected from a uniform distribution and then sorted such that x* < x**1, 6% < 92“ and

jy < 0};1. Note that the distribution of these edge points is no longer uniform after the sorting.
Additionally, we define x° = —m, 69 = 6%. = 0 and x"™x = 9;9‘ = 929*[’* = 7. From these
edge points, we define the cubes [x*, x**1] x [9{, 9{“] x [0%., 0%, Finally, each of the cubes is
randomly assigned to one of the N bins.

As the computing effort scales directly with the resolution n,ng,ng,,., a high resolution has to be
traded for a low sample size (for a fixed number of bins), even though a higher sample would be
required to account for the number of possibilities to assign each cube. This was also the reason
why the values x?, 9p-] and 0%. were randomly chosen instead of in an equidistant fashion,
because it allows testing for a more inhomogeneous sample of binnings for coarse resolutions.

As for setting a benchmark, a binning with 27 bins was considered with a 5 x 5 x 5 resolution
(figure 2.7b), however the best value for the obtained average expected error % YoV Var(0,) =
1.76 x 1078 is still above the results later obtained in more constrained scenarios (as the amount
of generated random binnings is nowhere near sufficient to sample the large parameter space).

Furthermore, the scenario of 12 bins was considered. Note that in this case, no degrees of freedom
in the weights remain, thus no optimization of the sensitivity following section 2.2.1 can be
performed. Nonetheless, the best value of the average expected error on the measurement of the
Ou;s 15 a v/ Var(Og) = 2.25 x 1078 is in the same order of magnitude as the results with 27 bins.
Samples for 3 x 3 x 3 resolution were tested both with random cube edge points (figure 2.6a)
and with equidistantly spaced cube edge points (“uniform resolution”, figure 2.6b). Furthermore,
samples with an increased resolution of 5 x 5 x 5 were considered (figure 2.7a). The expected
errors on the observables for the uniform 3 x 3 x 3 resolution are significantly lower than for the
other two cases. However, this shows not much more than that — at such low statistics compared
to the dimensionality of the configuration space — the assignment of the cubes to the bins is of
much more importance than the number and spacing of the cubes themselves.

It should also be noted that computing results for different cube edge points is much more costly
computation power wise than testing the result of different cube to bin assignments (because the
former requires a reintegration of the angle functions). This fact should be taken into account in
future studies by testing a larger number of cube to bin assignments per fixed cube edge points.

In general, getting further significantly results would require some insight (such as a well-motivated
symmetry or a rough figure of merit) to consider a promising lower dimensional subspace of the
configuration space. However, this seems to be particularly hard for the assignment of the cubes
to the bins, as this property is hard to condense into a set of real parameters, because there is
no simple concept of “neighboring” configurations that could be used for classification.

2.3.2 Product bins

In the following, we consider the more practically relevant scenario of bins in (Cartesian-) product
form, i.e.

Ui, j. k) = Uy (i) x Up,(j) x Up,. (k) C [~ 7] x [0, 7] x [0, 7] (2.3.2)
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for 1<i< Ny, 1<j5 <Ny, 1 <k< Ny,.. If we only have access to e.g. the differential cross
section in one variable, we can treat this scenario with the same formalism by simply assuming
to only have one bin in the two other variables.

For later use, we also define
I'={1,...,N,} x{1,...,Ng,} x{1,...,Ng,.}, (2.3.3)
so that we can quickly write (ijk) € I.
The angle dependencies B, can be factored as
Ba(x,00,00%) = f4.(X) gra (0¢) s, (0D+), (2.3.4)

where 1 < g, < ny :=5,1<r, <ng, :=5and 1 < s, < ng,, := 3. Explicitly, we have the
functions

Hilx) =1, 91(6¢) := sin(6),
f200) :=sin(x),  g2(6e) = sin®(6y), h(0p-) = sin®(0p-),
f3(x) :==cos(x),  g¢3(0) := sin®(6;), ho(Op+) := sin(fp~) sin(20p-), (2.3.5)
Ja(x) =sin(2x),  ga(0y) := (91) cos(6;),  h3(0p+) :=sin(fp+) cos”(0p~)
fs(x) »=cos(2x), g5(0y) == Sln(ﬁl) sin(26;),

All three sets of functions are linearly independent (as can be checked via Lemma B.0.6).

Note that the amplitudes W2, W97 and W7 vanish for C'P averaged cross sections and that in
this case fy and f4 are no longer needed, reducing the number of functions in x to three. However,
f2 and fy are the only odd functions in y, and (in most cases) merely have the effect of forcing
the weighting for the extraction of amplitudes proportional to f1, f3 or f5 to be “symmetric”.
As all other functions in y are even, this requirement is unlikely to have much impact on the
sensitivity obtained for W, # W' W7 W)T (but further studies should investigate this more
carefully).

Comparing with table 2.1, the indizes qq, 74, Sq are then given by the matrix

a ‘ 10 20 30 1T 27T 3T 4T 5T 10T 20T 307 40T
|1 1 1 1 1 1 &5 4 3 3 2 2
|1 3 4 1 3 4 3 3 ) 2 2 5
s 3 3 3 1 1 1 1 1 2 2 2 2

, (2.3.6)

which is also illustrated in figure 2.8. Because of the bijection A 5 a<—(qqa, 74, Sa), We also
use triplets (q,7,s) as indizes in place of a, e.g. Biiz := BY, Wii1 = WlT We define the
corresponding set of indizes as A" := {(qq,74,Sq4) | a € A}.

The bins of the differential cross section are given by

(i, 4, k) == / dx df, dfp- / e dg? d'r : (2.3.7)
U irjik) 2. dg?dxdf,dop-
Defining “binned” functions in y, 8y and 0p~,
Fi)= [ axfi0) 1<i< N,
Uy (i)
Grli) = | e 1<) < N, (2.3.8)

Hy(k) = /U B0 ha(00) TSRS Ny
0

D*k
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Figure 2.8: Tllustration of the triples (q,rqasq) € A’, corresponding to B,(x, 0 0p) =
faa ) Gr. (00)gs, (0p+). Note how the mixed terms BYT, BT B{T and BYT form their own
connected component and how the longitudinal, transverse and mixed terms (designated with
upper index 0, T" or 0T) each couple to a different function in fp+. Functions in parenthesis
vanish when integrated over the whole domain of the respective angle.

we have Bg,s(i, 7, k) = Fy(i)G,(j)Hs(k) and thus arrive at the pendant to equation (2.2.4):

(i, 4, k) = D Fyl GV Hs(k) - W s (2.3.9)
(qrs)eA’

This again has the form of a matrix equation with solutions if and only if the 12 x N, Ng,Np .
matrix

B = (Fy(i)G,(j)Hs(k)) (qrs)ca (2.3.10)
(ijk)el

has full rank 12. The solutions will be of the form

x Nog Nopx

N.
Was=>_ Z Z wyrs (i, 4, k) (4, 5, k), (2.3.11)
=17

with (not necessarily unique) weights w, (i, j, k), which have to obey the equation (obtained by
combining (2.3.9) with (2.3.11)):

Ny No, Nop.

SqqOrrrlss =D > Y wars(i, 4, k) Fy ()G (j)Hy (k) V(d1's') € A, (2.3.12)

i=1 j=1 k=1
i.e. are right-inverses of B.

Note that “general” bins of section 2.3.1 with corresponding weights can also be expressed in
this formalism (by setting some weights to be equal), but the number of minimally required bins
will of course be equal or higher. In fact, looking at matrix (2.3.6) (or figure 2.8), we can easily
set a lower bound on the number of bins in each variable by counting columns which only differ
in one entry: We have the columns 113,111 (10,27"), so we need at least two bins in 6p~, or else
the 2 x Ny Ng,Np,,. sub-matrix of @)

(F1()G1(3) Hs(k))seq1,2y (2.3.13)
(ijk)el
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has non-maximal (row-)rank and rank B < 12 as a result. Similarly, matrix (2.3.6) includes
113,133,143 (a = 10, 20, 30), so we need at least three bins in 6y and 131,531,431 (a = 2T, 4T,5T),
so we need at least three bins in Op~. In summary:

Ny >3, Ny, >3, Np,. >2 = N,Np,Ny,. >18. (2.3.14)

A simple 3 x 3 x 2 binning is given by

Ui, j, k) = —w+2;(i—1),—w+2;4 [g(]—n 3]} {Ej;/i]] ’]:; (2.3.15)

which can be confirmed by verifying that the 12 x 18 matrix B, (i) = E(qrs)(ijk) has full rank. In
fact, this also seems to be close to the best bin setup for 3 x 3 x 2 bins (together with a second
minimum with {0,7/3, 7} as bin edges for fp-) as demonstrated by figure 2.9.

Similar studies for 3 x 3 x 3 bins show that an approximately equidistant spacing of the bins
yields the best results, as shown in figure 2.11.

2.3.3 Product bins, non-independent product form weights

The product form of the B, and the bins prompts us to look for weights that come in product
form as well:
wara(i. 5. ) = W (1), ()l () (2:3.16)

qrs

While this places additional restrictions on the weights (and we thus cannot expect an equally
good performance of the observables constructed in this way), there are a couple of advantages:

e As one dimensional functions, the weights are easy to visualize, e.g. via plots of step
functions such as

Z W () Ly ) (X), (2.3.17)

where 14(x) =1 for x € A and zero otherwise.

e One can consider the problem of finding weights in several steps, as the defining property
of the weights will be factored as

NX Nge NGD*
T <Z W (1) )(Z wot (] )(Z wibr (k) k:)) (2.3.18)

=1

=:aqrs(q’) =:bgrs (1) =:cqrs(s’)

for all (¢'r's") € A’. This also allows finding simple examples with closed expressions for
the weights “by hand”.

e In the previous two cases we could so far only construct either all observables O, at once
or none at all.® Here, we will be able to construct the observables O, separately and, by
limiting ourselves to only a selection of O, also work with lower numbers of bins.

Equation (2.3.18) makes it tempting to directly draw the conclusion that agrs(¢’) < dqq etc.
Unfortunately, that is not entirely correct, but rather only conclusions such as

qdrse A

0,
agrs(d) = {;’q (2.3.19)

5Note however, that the choice of the degrees of freedom in the weights is always performed independently per
observable.

else
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Figure 2.9: Probing for the best bin spacing for 3 x 3 x 2 bins. The three plots show the dependency of
the optimal sensitivity on the binning in y, 8y and 0p~, respectively. For this, a set of 252 000 toy binnings,
each with edges {—m, x1, x2, 7} X (0,041,602, 7} x {0, AOp~, 7}, was generated as explained in section 2.3.2
(however, the numerical construction of all observables O, only succeeded for 52% of the toys). First
considering figure (c), the toy binnings are divided into 100 subsets (bins) Bf P* based on their Afp+ value.
In order to not introduce statistical effects in the following, this is done in such a way that the number of
toy binnings per bin, #Bf b* "is constant. The colored lines represent the optimal value of \/Var(Q,) for
cach observable in each bin, i.e. min . Var(O,) (note that this in particular minimizes over all values of

the remaining parameters 61, 02, and Afp-~). To visualize the general trend of the colored lines, the thick
gray line shows the average of these 12 values, i.e. % Y ming, v/ Var(O,). Note however, that the optimum

for each O, might be obtained for different elements of Bf b* i.e. for different values of the remaining
variables x1, x20¢1 and 6o, so this number might in fact be misleading. To address this, the black line shows
minp, 1—12 >u Vv Var(Q,), i.e. the optimal average. The plot markers for the black and gray line show the
midpoints of the bins in Afp«. Figures (a) and (c¢) are analog. However, because the binnings for x and 6,
depend on two parameters, the R* distance d of the vector of the binning edge points to the equidistant
binning is taken as variable on the x axis. Due to the construction of the toy binnings, the distributions of
the distances as shown on the z-axis in (a) and (c) peak near the center and thin out towards the low and
high values of the distance spectrum. In contrast, the distribution in Afp« is flat, however the number of
failed observable constructions increases drastically near the three peaks at low high and mid Afp-.
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Figure 2.10: The average of the sensitivity of the observables vs. the distance from the op-
timal binning conjecture for 3 x 3 x 2 bins with the same dataset as in figure 2.9. The
x axis of this plot shows the minimal R!? distance of the concatenated vectors of the
bin edges, (—,x1,x2,7,0,0¢1,0p2, 7,0, A0p«, ), from our two optimal binning conjectures,
(=m,—m/3,7/3,7,0,7/3,2n/3,7,0,7/3,7) and (—m,—n/3,7/3,7,0,7/3,21/3,m,0,27/3,7).
The y axis shows the obtained average sensitivity for the 12 observables for one toy binning.
Binning all toy binnings in these two variables then results in the (smoothed out) density plot
shown above, with the color value corresponding to the toy density. The thick white line shows
the lower edge of the distribution (i.e. the best average sensitivity obtainable at a fixed distance
from the optimal binning, similar to the thick black line in figure 2.9). The thick white dashed
line shows the global minimum 1.88 x 10~® GeV of the average sensitivity. A comparison of these
two lines legitimates our conjecture about the optimal binnings.

can be drawn. Therefore we first consider a further simplification, before returning to the general
problem in section 2.3.3.

If we strengthen (2.3.16) by assuming

wars (i, J, k) = wi (§)wf (7)wiP” (k) (2.3.20)

(i.e. assume that a given weight does not depend on all function indizes g, r, s, but only on one
of them), the problem (2.3.18) becomes equivalent to the three independent equations

Nx
Soqr = ag(q) == 3 wWX(i)Fy (i) V1<q <ny=5,
=1
| Nge
b6 = by (1)) =D Wl (§)Gr(j) V1<7r' <ngy =5, (2.3.21)
j=1
NGD*

Sosr = cs(s') = > Wl (k) Hy(k) Y1<s <ngpy, =3,
k=1

each having solutions fully characterized in appendix B. The minimal number of bins required
to construct all O, is then n, x ng, X ng,. = Ny x Ny, x Ny, =5 x 5 x 3. For the minimal
number of bins, the solutions for the weights are unique (only depending on the size of the bins),
i.e. there are no degrees of freedom left in the weights. The weights for 5 x 5 x 3 equidistant
bins are given in figures 2.13, 2.14 and 2.15.
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Figure 2.11: Similar to figure 2.9 and 2.10 but for 3 x 3 x 3 bins. A total of 200000 toy binnings
were generated, out of which the construction of all observables succeeded for 68%.
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Product bins, non—product weights
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Figure 2.12: Comparison of the estimated error v/Var O, for product bins, non-product weights.
The binning for 3 x 3 x 2 has been chosen as in (2.3.15), all other binnings are equidistantly
spaced.
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Figure 2.13: Functions in x and weights to separate them. First row of weights: Focus on simple
expressions (given in table 2.2), second row: unique weights for equidistant bins of width 7/5.

In general we have (N, — 5)(Ng, — 5)(Ng,. — 3) degrees of freedom, which can be chosen
independently for every (grs) € A’.

Oftentimes symmetry arguments make it easy to find weights by hand or at least derive constraints
for them. This is especially the case for the functions in x. Figures 2.13 and 2.15 also show an
example of such weights, which are also given as expressions in tables 2.2 and 2.3.

2.3.4 Product bins, independent product form weights

Back to the more general form of the weights as given in (2.3.16):

wars (i, 7, k) = w o (D)Wl (5)wler (k). (2.3.22)

qrs qrs qrs
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Figure 2.14: Functions in 8, and weights to separate them. Note that we have only access to the
domain [0, 7] of the functions. First row of weights: focus on simple expressions (equidistant
bins of width 7/6, with first and last weight constrained to be equal), second row: equidistant
bins of width /5.
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(a) sin®(0p-) (b) sin(6p-)sin(26p-) (c) sin(fp~) cos?(Op+)

Figure 2.15: Functions in p- and weights to separate them. First row of weights: bin edges
{0,7/4,37/a, 7w}, second row: equidistant bins of width 7/3. weights are given in table 2.3.

The basic idea that leads to improvements over section 2.3.3 is that, since not all combinations
of functions {f;}, {g;} and {h;} appear, it is not always necessary to distinguish between the
functions from all three sets.

Looking at figure 2.8 it is for example very easy to see that, to construct O] and O7 it is
enough to only distinguish between the 5 functions in x, as B} and BI are the only terms that
have the x dependency f4(x) and f5(x). Thus, O and O can be constructed even for single
differential cross sections dI'/dx (or equivalently a 5 x 1 x 1 binning; note however that Og
vanishes regardless of NP when C'P averaging).

Besides reducing the number of bins necessary, this also allows for sensitivity improvement as
there are more degrees of freedom in the weights that can be used for performance optimization.

A more general strategy to isolate By, will therefore consist of a set of functions in x that we
have to distinguish, a set of functions in 6, that we have to distinguish and a set of functions
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fi=olm fo=—glml + 5l 7
fa= (071 - (-r.0) Fu= 5 (1= =721 = (/2,00 + [0, 772 = [, )
o = 3 (1= =3nfa = [=omfa, =]+ [/, 4] = [/, 37/ + o, ]

Table 2.2: Expressions for the weights wX(i) shown in the first row of weights in figure 2.13. In
our short hand notation, we write intervals [a, b] instead of 1, () and also drop the arguments

X-
10,7+ V23574 g1 = 5 (=10, + 8ls, 2/
o = (10,52 = [sf2. ) o = 203 (10,52 s 201

i3 = g[o’ﬂ] _ 2\/§[ﬂ/4737r/4] g3 = (11[0 7| — 16[7/3, 27r/3])

cn\»—'

Table 2.3: Expressions for the weights shown in figure 2.15. Notation as in table 2.2.

in fp- that we have to distinguish. That is, we consider a triple (Q, R, S) of subsets of the
corresponding function indizes (referred to as strategy):

(Q,R,S) with QC{l,...,5}, RC{1,...,5}, SC{1,2,3}. (2.3.23)
The set of all strategies (Q, R, S) that allow to isolate (¢rs) € A’ will be called Sy, i.e.
Sqrs = {(Q, R, S) | (Q,R,S) strategy to extract By,s}. (2.3.24)
We furthermore introduce a partial order “C” on S5 with
(Q,R,S)C(Q,R,S) 1= QCQand RCR and SC S’ (2.3.25)

with D defined accordingly and also talk of “subsets” and “supersets” correspondingly. Thus,
for each grs € A’, we are looking for “minimal” sets (@, R, S) with respect to “C” because any
superset of a strategy for Bg,s will be a valid strategy as well.

Given a strategy, the number of required bins is #Q x #R x #S. For completeness, we therefore
also define a partial order < on the set of all triples of integers:

(a,b,c) < (a',V,d) :<=a<d andb<V and c <, (2.3.26)

with > defined as the opposite relation and talk about “finer” or “coarser” binnings accordingly.

Note that (Q, R,S) C (Q', R',S") also implies (#Q, #R, #S) < (#Q', #R, #5").

Concerning our three key questions, we then give the following answers:

1. A minimal number of bins required to isolate By,s will be given by (non-unique) minima

min{(#Q,#R, #S) ‘ (Q,R,S) € Sqrs}. (2.3.27)

A minimal number of bins required to isolate all By, is given by a (non-unique) minimum

min{(nl}%x #qus; H(}%X #RQT’S7 H(}%X #Sqrs) ’ (qu& Rqr37 Sqrs) € Sqrs7 qrs € Al} (2.3.28)
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2. Finding the most sensitive observables: Consider a given binning with IV, x Ny, x Ny .
bins. Let (qrs) € A’ be fixed. For each corresponding strategy (Q, R, S), calculate weights

wX(1),...,wX(Ny) to discriminate between the functions {f, | ¢’ € Q}, parametrizing all
degrees of freedom aX(1),...,aX(Nx — #Q). Proceed similarly for R and S.

Finally having parametrized weights wg,s(7, j, k) for all bins 4, j, k, calculate the expected
variance (see section 2.2.1) and minimize it with respect to the degrees of freedom, i.e.
calculate

arg min Var (Z(ijk)el wqrs (%, 3, k) T'(4, 4, k)) (2.3.29)
ag(l)u---va;((#Q—Nx)
oy (1), (#R~No,)
aeP* (1),....a) (#5-Nog )

We thus get weights wg,s(4, j, k) for each strategy (Q,R,S). Finally select the strat-
egy/weights with the least expected variance. It is sufficient to only consider minimal
strategies, as those will have the maximum amount of degrees of freedom, which allow for
the best optimization.

3. Finding “simple symbolic results”: Let (¢rs) € A’ be fixed. Find simple step functions

to distinguish between the functions with indizes in @, R and S. Usually there will be

more than one option, i.e. we have a selection fq(i), gﬁj ) and ng), out of which we select

the nicest triple fqi) f],(,j )ﬁgk).
To find strategies Sys two different methods were considered:

2.3.4.1 Method 1

This is a straightforward way to get improved results and can easily be performed “by hand”.

Let (gqrs) € A’. Define the following subsets of the triples from A’
Al ={(qr's") € A}, Al = {(qrs’) € A}, ete. (2.3.30)
Furthermore for B’ C A’ define the projections

q(B') =1{d"| (¢"'s") € B},
r(B') ={r"| ({r's') € B'}, (2.3.31)
s(B") ={s"| (¢'"'s') € B'},

We proceed in three steps, basically considering figure 2.8 as a decision tree:

1. Set Q = q(A’), i.e. distinguish between all functions in Y,

2. Set R = r(A'|4u), i.e. distinguish between all functions in 6y which appear together with
fa(x)

3. Set S = s(A|gr«), i-e. distinguish between all functions in @p+« which appear together with
fa(X)gr(0p-)

It is clear that by doing so, we can construct Oy;. Note that this procedure depends on the
order of the variables we consider, thus it has to be repeated six times for all different orders of
X, 0¢, 0p+, giving us six triples (Q, R, S)qrs. From these, we pick the minimal one(s).

The minimal choices for (@, R, S)4rs and the corresponding minimal number of required bins are
shown in table 2.4. Note how the strategy necessarily has either #Q > 5, #R > 5 or #5 > 3
(depending on which order of variables is considered).
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Minimal numbers of bins for the construction of all O, are
3x3x3, 5x3x2 and 3x5x2, (2.3.32)

dominated by the construction of OF.

2.3.4.2 Method 2
Method 2 basically brute-forces the problem. Let (grs) € A’ be fixed.

Consider arbitrary subsets of the function indizes (2° - 2° - 23 = 8192 possibilities in total):

QCqA)=1{1,2,...,5} with ¢€Q,
RCr(4)={1,2,...,5}  with r€R, (2.3.33)
S Cs(A)={1,2,3} with se€ S.

As before, we suppose that our procedure can distinguish between the members of these subsets,
but does not gain any insight on their complements Q¢ = ¢(A’)\Q etc. We now check whether
we can isolate (grs) by only distinguishing between those functions. If, for any other (grs) #
(¢'r's") € A’, we have that

(¢ =qorq eq)
and (r' =7 or 7' € R°) (2.3.34)

and (s’ = s or s’ € §9),

then (grs) and (¢'r’s’) are assumed to be not distinguishable. For our fixed (grs) € A’, we collect
all Q, R, S where this case does not happen.

The minimal choices for (Q, R, S)4rs and the corresponding minimal number of required bins are
shown in table 2.5. As the ways to separate the “bottleneck” B are unchanged, the minimally
required number of bins to separate all B remains unchanged as well.

All results shown in the following are based on the strategies obtained using method 2.

2.3.4.3 Simple results

One possibility of weights with as simple of an expression as possible is given in table 2.7 and
illustrated in table 2.6. Note that we give the results in the basis (x, cos €y, cos @p+) rather than
(x, 0¢,0p~) for a better comparison with literature (but this “change of coordinates” does not
affect the weights themselves). The correlation matrix of the observables O, is shown in figure
2.17a. Comparing with figure 2.5, we verify that high correlations of the angle dependencies
Corr(By, By/) go along with high correlations of the corresponding observables Corr(Q,, Oy ).

The sensitivities of these observables are shown in figure 2.18. Compared to results that are
optimized for sensitivity, the expected errors on each observable are increased by a factor of 5 to
50 (cf. e.g. figure 2.21a).

2.3.4.4 Results with optimized variance

As a first test, Var(Q,) is calculated for a range of equidistantly spaced binnings (i.e. given bin
numbers n,,ng, and ng,,. , the bin width is 27 /n, m/ng,, and m/ng,. ). The results are shown
in figure 2.16. The number of bins has a surprisingly small influence on the variance expectation:
For solutions with O(10) bins to O(1000) bins, the calculated variance values are at most a factor
of five apart.

The binning 3 x 3 x 3 (the smallest number of bins to construct all O, under our assumptions)
is a promising candidate. Only O and Of show significantly reduced performance for 3 x 3 x 3
bins than for slightly finer binnings such as 5 x 5 x 3.
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Table 2.6: Extracting every W, with simple step functions.
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Equidistantly spaced product bins, non—independent product weights
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Figure 2.16: Comparison of uncertainties associated with observables O, for equidistantly spaced
product bins with non-independent product weights.

The influence of the bin edges was probed by calculating the variances for O, using randomly
generated binnings, in particular for 3 x 3 x 3 bins (as the influence of the bin spacing is expected
to play less and less influence for increasingly high bin numbers). As all functions are either even
or odd around the middle of their domain (0 or 7/2), first “symmetric” binnings were considered,
ie.

[, —Ax, Ay, 7] x [0, g — A4y, g + Ad, 7| x [0, g — Abp-, g + Abpe, 7], (2.3.35)

which have the advantage that the parameter space to sample only has 3 dimensions Ay, A#,
and Afp«. The results are shown in figure 2.19 and seem to indicate, that in fact spacing all
bins equidistantly (Ayxy = Ay = Afp- ~ 7/3) is an optimal solution (with a second solution
Ax =~ 271/3).

This result was sought to be confirmed without the symmetry requirement, with a six-dimensional
parameter space to sample. With the higher dimension to sample, not the same resolution can
be obtained, but figure 2.20 clearly confirms the trend towards an equidistant binning for high
sensitivities.

The correlation matrix of the equidistant 3 x 3 x 3 solution is shown in figure 2.17b and generally
follows the trend of the “beautiful solution”.

2.3.4.5 Further improvements

The central assumption above was that we can characterize a strategy for the isolation of ¢rs
with the three subsets @, R, .S of functions between which we can distinguish. However, being
even more general, what we need is not a way to distinguish all functions of, say, ), but we only
need to distinguish the function with index ¢ from all others in @), but do not have to distinguish
between these themselves. In other words, we only have to exclude all ¢ € Q with ¢’ # ¢ and
this is a simpler task.

For example, given one symmetric function together with N — 1 > 2 antisymmetric ones, we can
always isolate the symmetric function with only one bin with trivial weight 1 (instead of at least
N), simply because all others vanish when integrated over the whole interval. Furthermore, even
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(a) “Beautiful solution” (b) 3 x 3 x 3 equidistant bins

Figure 2.17: Correlation matrices.

Prod. bins, non—indep. prod. weights, "simple results"
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Figure 2.18: Expected errors y/Var(Q,) on the observables O, given in table 2.7 and illustrated
in figure 2.6.

when being given N bins, if they are symmetric, we have [N/2] — 1 degrees of freedom! Note
that the approach from corollary B.0.4 will not give any solution here at all (as can be seen e.g.
from lemma B.0.8, because N — 1 > | N/2]).

The problem with this argument is that it depends very much on the exact placement of the
bins. Considering the same example, but being given two bins which are not symmetric, weights
to extract the symmetric function might no longer exist at all. While the strategy of corollary
B.0.4 will almost always’ work when being given bins with random edges, a procedure with fewer
bins than functions will almost never work and the expected improvements might no longer be
justified by the effort to investigate this further.

"The necessary requirement for the construction of the observables is that a matrix of function values has a
non-zero determinant. However, the set of invertible matrices lies dense in the space of all matrices, thus hitting a
zero-determinant matrix is very unlucky (and the fact that it happens a lot when trying around to find good bins
is due to our aesthetic preference for symmetric bins with “nice” edge points, which often happen to fall together
with symmetry properties of the considered functions).
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Figure 2.19: Expected uncertainty for 3 x 3 x 3 binnings with randomly sampled symmetric bin
edges {—m, —Ax, Ax, 7} x {0,7/2 — Aby, /2 + Ay, 7} x {0,7/2 — AOp=,7/2+ AOp~,7}. For a
detailed description of the plotting principles of (a)—(c), see figure 2.9. Since Ay, Af, and Afp-
are sampled from uniform distributions, equally spaced bins in Ay, Af; and Afp« are used for
plots (a)—(c). For a detailed description of the plotting principles of (d), see figure 2.9, though
we use a scatter plot rather than a density plot here.
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Figure 2.20: Probing for the optimal 3 x 3 x 3 bin edges without the symmetry re-
quirement. See figure 2.10 for a detailed description of the plotting principles. Here
dg12 (optimal, binning) is the minimal R'? distance between the vector of the joint bin edges,
(=7, X1, X2, 7, 0,001,002, 7,0,0p«1,0p+2, ) to the corresponding vectors given by the symmetric
binnings A0y = Afp+ = /3 and Ax = 7/3 or Ay = 27/3.

Note however, that the “combinatorial information” from table 2.5 is still the basis of this method,
only our strategy to find the corresponding binning and weights differs.

2.3.5 Comparison of different strategies

A comparison of selected results of the previous sections is shown in figure 2.21.

While we are mostly interested in binnings with a small number of bins, the binning 9 x 9 x 9
(with non-independent product form weights) is given for comparison: The corresponding optimal
observables showed the lowest error expectations we have encountered so far.

Technically, the case of 12 general bins shows the lowest number of bins required to construct
all O,. It is surprising, that even our rough sampling of the high number of degrees of freedom
gave rise to an observable whose sensitivity is in the same order of magnitude as others with
significantly more bins (and it is not clear to what extent this result might still be improved by
more thorough studies or by simply increasing the statistics). Nonetheless, as mentioned before,
this result is so far more of mathematical interest than of practical use.

The lowest number of product bins to construct all O, is 3 X 3 x 2 (non-prod. weights). The
performance is particularly good for O to O§T, but can be significantly improved for O to OF
by adding another bin in p+ and considering a 3 x 3 x 3 binning. The influence of the bin edges
has been investigated and the optimal binning is given in equation (2.3.15).

When considering product weights (section 2.3.4), the minimal number of required bins to
construct some (but not all) O, can be even lower. This is shown in table 2.10. The performance
of the solution for 1 x 3 x 3 bins is shown in figure 2.21. This binning allows to extract W, W3,
W9, Wi and W with surprising precision, which is only bested by the 9 x 9 x 9 binning (and
only by at most 30%).
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On 09,09, 08, Of, OF oF of,of 0, 09", O8T, OFF
é’ 1x3x3 3x3Ix2* 3Ix1x2 2x2x%x3
i 1x5x2 3x3%x3 3x3x1 2% 5x1
= 3x3x2 3x5x2 Fx1x1 3x2x2
:§ 5x3x2 3x3x1
= 5x2x1

Table 2.10: Minimal number of product bins (with product weights) required to construct each
observable. For the observable O, solutions with product weights require more bins than the
general solution for product bins with non-product weights, 3 x 3 x 2 (also included as reference
and denoted with an asterisk).

For 3 x 3 x 3 bins it is notable that the solutions for non-product weights and for (non-independent)
product weights have comparable sensitivity. Non-product weights are conceptually less complex
to calculate, but cannot be visualized as in figure 2.8, thus the former case is slightly more
interesting. For both cases, an equidistant spacing of the bins in y, 6, and 0p+ was found to
minimize the expected errors. Generally, the sensitivity seems to be close to optimal for all W,
but for W and W', where the expected uncertainty can still be improved by about a factor of
two e.g. by 5 X 5 x 3 bins (non-indep. prod. weights).

The expected relative uncertainty is compared with the relative uncertainty on the total integrated
cross section (as calculated in section 2.2.1) in figure 2.21b. The relative uncertainty for our
observables compared to the uncertainty on the total cross section is found to be about 5 to 15
times (5 to 25 times) higher for a 3 x 3 x 3 (9 x 9 x 9) binning.

2.4 Dependency of the Amplitudes on NP Coupling Constants

Having constructed observables O,, which map experimental measurements of the cross sections
to measurements of the ¢2-integrated coefficient W, we have extracted all information contained
in the angle dependency of the differential cross section. In order to use this information to
constrain NP contributions, the next step is to determine how the W, depend on the NP coupling
constants. W, can be parametrized as

13 )
Wal@) =Y aWO(P) = Wo=Y W, (2.4.1)
=1 ;

where the 13 terms ¢; are linearly independent quadratic combinations of the NP coupling

constants gy, ga, gs, gp and 11, (g = ga = gs = gp = T, = 0 for SM) as given in table 2.11
(%)

and defined via the Lagrangian below. Table 2.12 shows the numeric values of W~ .

Written in terms of Cy, , Cvy, Cs, , Csy, Cr via
gv,a = Cy, £Cyy, gs,p = Cs, £Cs,, T, =Cr, (2.4.2)

(Cvy)r =Cs,,n = Cr = 0 for the SM), the considered effective Lagrangian is given by [116]:

_ AGFVy

He
N

(1 + Cy,, [ey, PLbl[Iv* Pruy] + Cyvy[ey" Prb (1, Py +

(2.4.3)
+ Cs, [ePLb][IPLyy] + Csy, [6Prb|[IPLvy] + Ty [eo™ Prb][lo,, Prvl |,
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Figure 2.21: Comparing the sensitivities of observables derived based on different assumptions.
Result (1) is calculated as described in section 2.3.1 (our best result for 12 bins, found with
3 x 3 x 3 cubes of fixed size 27/3 x 7/3 x 7/3), results (5) and (6) as in section 2.3.2 (equidistant
binning for (6), binning (2.3.15) for (5)) and results (2), (3), (4) and (7) as in section 2.3.3
(non-independent product bins, equidistant binnings). Figure 2.21a shows absolute errors, figure
2.21b relative errors in comparison to the estimated statistical error of the total integrated cross
section as calculated in section 2.2.1 (for all observables with non-vanishing SM expectation
value).
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Convention 3 Convention 2 Convention 1 SM
c1 11— gal? ICy, — Cy,, + 1]2 1
ca lgv + 1|2 Cvy, + Cvy + 1] 1
c3 lgp|? Cs, — Cspl? 0
c4 Ty |? |Cr|? 0
Cs Re((1—ga)((gv)*+1))  Re((Cvy —Cvy + 1)((Cvy, +Cyp)* + 1)) 1
C6 Re((1 —g4)(gr)") Re((Cv;, — Cvy + 1)((Csz)" — (Cs,)7)) 0
cr Re((1 —ga)(TL)") Re((Cr)*(Cv, = Cvy +1)) 0
cs Re((gy + 1)(T1)*) Re((Cr)*(Cyy, +Cyvyy +1)) 0
Co Re(gp(TL)") Re((Cr)*(Csp — Csy)) 0
c10 Im((1 —ga)((gv)*+1))  Im((Cv, — Cvy + 1)((Cv;, + Cvy)* + 1)) 0
c Im((1 — ga)(TL)") Im((Cr)*(Cv, — Cvy +1)) 0
c12 Im((gv + 1)(g9p)") Im((Cv;, + Cvy +1)((Cs)" — (Cs,)")) 0
ci3 Im(gp(Tr)") Im((Cr)*(Cs, —Cs.)) 0

Table 2.11: Expressing the ¢; in terms of coupling constants

where G is the Fermi coupling constant, V,, the relevant element of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, Py := (1 F 75)/2 the projectors on left/right-handed eigenstates and
O = i(Yu Y — YY) /2. Interaction terms for right-handed neutrinos are not included.

Note that, while the ¢; are linearly independent, there are at most eight real degrees of freedom in
total for B—D*I~ 1 (real and imaginary parts of gy, ga, gp and 11, as gg does not contribute),
thus they do form an overcomplete set of parameters. In fact, the absolute values ci, ¢s, c3 and
¢4 together with the relative phases Z(1 — ga, 9y + 1), Z(9v + 1,9p) and Z(gp,T}) are enough
to determine all 13 ¢;, thus there are even only seven real degrees of freedom. Similarly one could
also consider relations such as c2 + ¢3; = cj¢y etc. to come to a similar conclusion.
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(L3 (L2 (32 Bz 62 62 63 61
3(94+ gv) Cvp
2(gv — ga) Cv, Cv, Cv, Cv, Cv, Cv,
3(gp + gs) Csn Csn Csh Cspn
3(9s — gp) Cs, Cs, Cs, Cs,
Ty Cr % _ %
Cvp +Cvy gv gv gv gv gv gv
Cvip — Cyy, ga —9v —g9v —9v —9v —gv
Cs, +Csp gs gs gs gs gs gs
Csp —Csy, gp gp gs —9s gs —9s
cr 1 5 =
11— mk_w 1 c1 1 1 c1 1 1 1 a
lgv + 1] 2 1 1 1 c1 1 1 c1 c1
_Su_w C3 C3 C3 C3 C3 C3
ITe)? Ca i %
Re((1 —ga)((gv)*+1)) ¢ ¢ 1 c1 c1 1 1 ¢ c1
Re((1 —ga)(gr)") c6 c6 c6 C6 C6 co
Re((1 — ga)(TL)") cr —%2 %
Re((gv + 1)(11)") cs —% &
Re(g9p(TL)") co -5 @
Im((1—ga)((gv)*+1)) <o
Im((1 — ga)(TL)") c11 c1l c1
Im((gv + 1)(gp)") C12 12 c12 —deyy c12 4 c11
Im(gp(TL)") c13

Table 2.13: Couplings of the considered operators expressed in different conventions. Whenever two coupling constants (or ¢;) are constrained to be
equal for a particular operator, we simply use the name of the first to describe both. For example, we write ¢; for ¢o and ¢5 when considering the
operator (1,3)o.
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| (1,3)0,(3,3)2,(3,3); | (1.2)3, (3,2)s | (3.1)2 | (3.2): | (3.1),

1.03
—0.739¢c6 — 1.06

1.03 — 0.804 c3

1.37
Wi 0.794
Wi ~0.324 0.228 3 — 0.324

0.428 0.428 — 0.393 c3

Wy 0.29 ¢ + 0.902
i
i
(a) b=
_ AH“wvov Aw“ va“ Aw,wvw _ AH“NvW“ Aw,Nvm _ A..w,”_.vw _ AW“NVW _ Aw,”_.vw

12.6 — 6.92c3

5.8
8.07¢c3 — 2.9
3.91
0.879 c3 — 2.06

3.68 — 3.82¢c3
2.91cs +3.14

(b) Assuming vanishing lepton mass (¢ = e, i)

Table 2.15: Expressions for W, =3, &%m@. The color scheme is the same as in 2.14. All values are given in units of 10716 GeV. Bold W, contribute
to the total integrated cross section
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2.5 Operator Base

The effect of the seven degrees of freedom is still hard to investigate in full generality. Prior
studies such as [117] have therefore oftentimes considered the effects of one coupling constant g4,
gv, gp or T, at a time, while assuming all others to vanish.

However, a better-motivated approach is to consider a base of operators that correspond to
actually possible mediator particles in the decay. Therefore, we consider all operators of dimension
six with non-flavor universal gauge-invariant couplings relevant to B—D*]~; as presented in
[22].% Note that, in particular, the right-handed vector coupling is flavor-universal and thus not
included. The coupling constants relevant for each operator are shown in table 2.13, the sums

>oa ciWS) for each operator in table 2.14 and 2.15.

Several of the operators are indistinguishable in our analysis, namely (1,3)o, (3,3)/3, and
(8,2)5/3, as well as (1,2);/5 and (3, 2)5/3 (see sections 2.5.2 and 2.5.3).

It should also be noted that the coupling constants can generally be different for different lepton
flavors, in particular between tauons and light leptons. To distinguish them, coupling constants to
light leptons will be primed, whenever a distinction is necessary. However, it is usually assumed
that NP contributions to the light modes are negligible.

Furthermore, the coupling constants only obey the relations shown in table 2.13 at the scale of
the integrated out mediator particles and (because the coupling constants run differently) start
to diverge from these relations for other scales. Since no quantitative calculations are presented
here, this does not need to be taken into account at this point.

Special attention is paid to R(D*) as it is the most prominent measured observable so far and
can be easily described in the framework of the observables as considered in this chapter. Other
measurements such as dI'/ dg? or measurements of the 7 asymmetry are not discussed in detail
due to our focus on angular measurements.

The best way to distinguish between the operators is of course to construct a complete set of
observables O, as described in sections 2.2 and 2.3, fit the degrees of freedom in each operator
and finally compare the goodness of the fit to determine the most promising operator.

Nonetheless, we also mention some (combinations of) observables for each operator that have
high discriminatory power without performing complete fits. This is not only relevant for cases
where not all observables can be constructed, but can also be important in order to prioritize the
construction or performance of some observables over the others.

In the following sections, we focus on the ¢ = 7 case, but section 2.5.7 quickly summarizes the
(less complicated) ¢ = e, u case.

2.5.1 General NP

Without any further assumptions, the value of R(D*) is given by

0.944 ¢1 + 0.056 ¢3 + 0.043 ¢3 + 13.347 ¢4 + 0.121 ¢ — 5.353¢7 + 0.783 ¢y
0.931 ¢} + 0.0694 ¢, + 0.063 ¢ + 12.980 ¢, N

= 0.253 X (0.944|1 — gal® +0.056|gy + 11> +0.043|gp|* + 13.347|TL|*+ (2.5.1)

R(D*) = 0.253 x

+0.121Re((1 = g4)(gp)") — 5.353Re((1 — 4)(T1)") + 0.783 Re(gy + 1)(T1)")/
(0.930621[1 — gls|* +0.063|gpp|* + 0.069]gi, + 1| + 12.980/T7 ).

Note that ¢ to ¢13 do not appear in R(D*), thus R(D*) is not influenced by C'P averages in
the measurements.

®Note that the operator (3,2)5,6 seems to be mistakenly denoted as (3,2)5,3 in [22], which is corrected here.
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Looking at table 2.14, it is striking that without assuming any specific model, W', W{T  ¢19 =
Im((1 —ga)(gy +1)). However, for all operators that we consider, the couplings c¢jo vanishes.
This is because gy = —ga, i.e. due to our choice of omitting the flavor-universal right-handed
vector currents.

Thus, O and 0T would be interesting as checks for C' P violating right-handed vector currents,
or as cross checks when focusing on the operators discussed here. Both O and O§T are
constructible with similar error expectations for 3 x 3 x 2 or 3 x 3 x 3 bins and also show little
correlation to other observables. Note however, that c1g drops out in C'P averages, thus both
observables will vanish (regardless of NP) for C'P averaged data.

Furthermore, note that cs, c4, c5, ¢7, cs, cg do not appear for any of the operators, because they
are either 1 or related to another ¢; under the relations of each operator.

252 (1,3)0, (3,3)2/5and (3,3);3

The operator (1,3)o can arise from a W' mediated interaction (section 1.3.3), (3,2)s/3 and
(8,3)1/3 from leptoquark interactions (section 1.3.4). For all three operators, g4 = —gy with all
other couplings vanishing, leaving only the coupling coefficient ¢; = ¢ = ¢5 = |1 — gv|?. Ascy, co
and c¢5 are also exactly the coupling constants that are non-vanishing for the SM, this means that
these operators correspond to a global rescaling of the differential cross section: TNP = I'SM¢,
Accordingly, the value of R(D*) will scale as

11— gv|?

R(D*) = 0.253 - ,
11— gy, 2

= 0.253- (2.5.2)

a
g
and (assuming g, = 0), the contour lines corresponding to fixed values of R(D*) will be circles
around (—1,0) in the (Re gy, Im gy ) plane (figure 2.22).

In fact, the same is true for all observables linear in the differential cross section: O(IT'NF) =
O(TSM)cy. This also means that we can easily construct observables that stay invariant under
contributions from these operators, by considering any ratio O/’ of two such observables. In
particular a ratio of O, Of or O to any other observable could be used to single out this set
of operators, as it is the only set for which the NP coupling constants will cancel (unless there is
some fine tuning between ¢; in the other models).

An interesting test for these three operators is the observable O97, which is zero for these
three operators but receives NP contributions for all other operators. Unfortunately these NP
contributions are c¢1; and cj2, thus drop out in C' P averages.

253 (1,2);5 and (3,2)5/

The operator (1,2);/, can arise from interactions mediated by a charged Higgs boson (section
1.3.2), the operator (3,2)5/6 from leptoquark interactions. For (1,2),/9, gv = ga = T1, = 0.
Consequently ¢y = co = ¢5 = 1, ¢c3 = ]gp|2, cg = Regp and c¢12 = Imgp and in particular
c12 = c3+c2. Note that gg does not contribute to B—D*I~ ;. Thus, the operator (3, 2)5/6 with
the additional constraint gg = gp can be treated exactly in the same way for B—D*(~ i, (note
however, that gs does contribute to B— DI~ 7, thus the operator models are distinguishable
there).

The value of R(D*) is:

1+ 0.043 ¢ +0.121 14 0.043 |gp[2 + 0.121R
R(D*) = 0.253 x — ¢s + 2296 0.253 x + lgp|” + —eIP
1+40.063 c; 14 0.063|¢’ p|
0.289 + 0.043 |1.423 + gp?

1+ 0.063|gp|?

(2.5.3)

=0.253 x

)
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Figure 2.22: R(D*)N*/R(D*)®™ — 1 for different operators. The red dot marks the SM (cor-

responding to g4 = gv = gs = gp = 11, = 0), the dashed or gray rings represent the current
experimental value (with 1o errors).
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thus (for negligible light NP contributions) resulting in concentric circles around —1.423 as level
lines in the (Re gp,Im gp) plane.

The value of cj2 = Imgp is directly measurable via 097 (which however drops out in CP
averages).

In contrast to all other operators considered, 09, OF, OF OF 03 and O strike out by being
unmodified by NP contributions. Thus, confirming that any one of these is SM-like would point
towards this operator,” while finding significant NP contributions would exclude this operator.

254 (3,1)y3

The operator (3,1)9/3 can arise in leptoquark mediated interactions. It can be treated similar to
the operator (1,2); /2 but introduces the additional couplings of g4 = —gv (which had been set
to zero for (1,2);/). This means c3 = |[gp|?, ¢s = Re((1 + gv)gp), c12 = Im((gv + 1)gp) and
cs = ca = c1 = |1 + gy|? (all others zero), reduced to three degrees of freedom via the relation
cic3 = c2 + c25. As c1o does not appear in the fully integrated cross section, R(D*) takes a
similar form to the (1,2)/; result in terms of the ¢;:

R(D™) = 0.253 x AT 0.043 ¢ +0.121¢5

1+0.063 ¢}
53 LTV 40043 |gp[* +0.121 Re((1 + gv)gp)
| l9'v + 11> +0.063|¢'p (2.5.4)
w2
0.289 +0.043|1 + gv[?[1.423 + 2L |
= 0.253 x " an
/121 9
1+0.063 |1+ g}, | ‘HZ'V
Identifying 9P—>1f§, and fixing |1 4+ gv|2 = 1, this is the same relationship as for (1,2); /2 and
14

(8,2)5/3 and will have the same concentric circles around —1.423 as level lines. For |1+ gy|? # 1,
only the value corresponding to each level line changes (or put differently, the level lines will
increase or decrease in diameter for fixed function values).

To distinguish this operator from (3,2)7/s and (3,1); /3, one could consider ratios between 09,
of ol o, 0T and 097 and verify that they are free of NP contributions. Finding that
any of these observables by themselves have a NP contribution would distinguish this operator
from (1,2);/, and (3,2)5/3, Finally, to distinguish from this operator from (1,3)o, (3,3)2/3,
and (3, 2)5/3, directly measure a non-zero value of c13 = —Im gp via O§7 (not possible for CP
averaged data).

Finally, note that extracting the coupling constant ¢; = |1 4 gy/|? is very easy in this model.

255 (3,2)7

Here, we have gy = g4 = 0, gp = —gs, T, = —gp/4. Thus, ¢c; = c2 = ¢5 = 1, c3 = |gp|?,
cs = |gp|*/16, cg = Regp, c7 = cs = —gp/4, co = —|gp|?/4, c11 = gp/4 and c12 = —4Im gp /4.
R(D*) is given by

1+ 0.877 ¢34 1.264 14 0.877 |gp|> + 1.264 R
R(D*) = 0.253 x 10877 ea 1.264cs _ o 1+ 0.877]gp[ 4 1264 Regp
1+0.875c 1+ 0.875|g/p|
0.545 + 0.877 |gp + 0.721°

1+ 0.875 |g)p|?

(2.5.5)

=0.253 x

9 Although in some cases contributions of different ¢; to some W, might cancel for (3,2)7/6 and (3,1),3 if
fine-tuned accordingly.
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This operator can be distinguished from the first three classes of operators by considering
ratios of observables and from the first class of operators by measuring a non-zero value of
c11 = Im Ty, = —gp/4. Distinguishing this operator from (3,1); /3 is discussed in the next section.

256 (3,1)13

This operator (relevant for leptoquark models) can for the most part be treated similar to
(3,2)7/6, but adds g4 = —gy and thereby notably introduces c; again. The condition gp = —gs
is the same as for (3, 2)7/6, but T, changes its sign to Ty, = gp/4. Thus, ¢; = co = ¢5 = |1 +gv|?,
c3 = |gp|?, ca = |gp|?/16, c¢ = Regp, c; = cs = gp/4, co = |gp|*/4, c11 = —Imgp/4 and
c12 = 4Im gp. The value of R(D*) is:

" c1+0.877c3+ 1.021 ¢q
R(D™) = 0.253 =
(D7) . c1 4+ 0.875 ¢4

11+ gv|? 4 0.877 |gp|* + 1.021 Re((1 + gv)gb)

= 0.253 x . -
114 g{/1? 4+ 0.875|¢p| (2.5.6)
* 2
0.552 + 0.877 |1 + gv|?|0.429 — 22
= 0.253 x ’ “gv‘

2 I

140875 1+ gl [2| 22,

with (for fixed |1+ gy|?) concentric circles as level lines in the (Re(gh /(14 gv)), Im(gh/(1+gv)))
plane. Different values of |1 + gy |? change the value associated with each level line, but not their
shape.

Distinguishing this operator from the first three groups of operators can be done in the same
way as described for (3,2)7 6.

Distinguishing (3, 2)7 /¢ from (3,1), /3 is difficult depending on the specific values of the coupling
constants. In particular for ¢; = 1, the only difference is the coefficient of cg in O, Og, or,
OF and O3, which either flips signs or at least shows some sizable difference (caused by the
different sign of 77, relative to gp). Thus, there is no clear “smoking gun” observable. Instead,
several observables have to be combined in order to determine best-fit parameter values and to
select the model with the best goodness of fit.

2.5.7 NP in the light modes

Most studies have so far assumed any NP contribution in the light modes to be negligible. In
fact, the opposite would also imply that we could not use the light mode as normalization mode
for observables of £ = 7 without more careful analysis of possible NP contributions. In this case,
we would likely use the total cross section as normalization for any observable O, for ¢ = 7, i.e.
consider O, /T.

Here, we only give a short walk through on how to use the angular observables for possible
studies to discriminate between the NP contributions of different operators in the light modes.

Finding a non-vanishing value for O} would rule out (1,3)o, (3,3)y/3, and (3,2)5/3 (similar
to the role of the observable (’)gT in the heavy case, which however now vanishes). As before,
(1,2);/5 and (3,2)53 are the only operators for which most observables are SM-like. In fact,
only O shows a NP contribution for light leptons. (3,1), /3 can be distinguished from the first
class of operators via O and from the second class by finding NP contributions in any observable
but O0Y. Ratios of different observables distinguish (3,2); /6 and (3,1); /3 from the first three
classes of observables. This time both operators are also easier to distinguish, either by finding
NP contributions to OF or O or by considering the ratio 09/09.



60 CHAPTER 2. OBSERVABLES SENSITIVE TO NEW PHYSICS

2.6 Comparison with Literature and Summary

As we have focused on angular observables, we will concentrate on a comparison with similar
approaches in the literature and do not comment explicitly on observables that build on the
polarization of the lepton or the D* or employ the ¢? dependency.'’. Furthermore, we do not
include the discussion of unbinned observables (that require knowledge of the angles per event).'!
So far, the most prominent such observable built from a binned angular distribution has been
the opening angle asymmetry (also called forward-backward asymmetry), considered e.g. in [59,
95, 117, 118, 122-127]:

0 1 ar PR
4o= a =-3 2 2.6.1
0 {/_1 /O]dcosﬂg dcos b, 37r(W3—|- W), (2.6.1)

sometimes also considered with ¢? dependency (by integrating over dI'/ dg? dcos 6;). Employing
the same short hand notation as in table 2.2, we write Ag = [—m, 7| x ([0, 7/2] — [7/2, 71]) x [0, 7].

Reference [124] went one step further and also considered asymmetries in y, corresponding to

AG = ([=m,0] = [0,]) x [0,7] x [0,7],
AE) = ([=m,0) = [0,7]) x [0,7] x ([0,7/2] = [/2,7]) - o< OFT,
A = ([~m,0) = [0,71) x ([0,7/2] — [v/2,7]) x ([0,7/2]  [w/2,7]) ~-» < OFF,

which were used together with an effective Lagrangian (that did however not include the tensor
operator) to study CP violating triple products (which vanish in the SM without hadronic
complications). Furthermore, the influence of g4, gy and gp was considered (always assuming
only one non-vanishing contribution) qualitatively by considering plots of the ¢*> dependency

of these observables for several benchmark coupling constants. The observables A(C2) and A(C3)
match our expressions for 037 and O in section 2.3.4.3.

The (to our knowledge) most notable approach to a complete consideration of angle dependencies
can be found in [117]. Though written down in a different convention, the considered Lagrangian
and differential cross section underly the same assumptions as our approach. A total of eleven
observables for B—sD*7~ i, are presented, out of which two split the differential decay rate
along the lepton and D* polarization and are not considered for comparison here. In addition
to Ap and R(D™*), this leaves seven more observables, all of which have counterparts in section
2.3.4.3.12

The sensitivity of the observables to NP in [117] seems to be solely judged based on the visual
impression of their ¢> dependency, separately considering several non-vanishing values for one
coupling constant g4, gv, gs, gp and Ty, at a time.

In comparison to [117], we have improved on several aspects:

e The construction of such angular observables has been formalized and their degrees of
freedom for a given binning have been discussed under several different assumptions.

In particular, the minimal number of bins required to construct all observables O, has
been determined to be 3 x 3 x 2 (product bins). Considering easier to visualize weights
that factor over the binning variables (product weights), a limit of 3 x 3 x 3 was found.

1%Some examples for such observables are found in [59, 94, 95, 118-120].

1 An interesting and very recent approach that constructs unbinned observables for lepton universality tests
that do not depend on the form factor parametrizations can be found in [121]. Note however, that their observables
(that require x, ¢, Op+, and ¢* per event) are experimentally much more challenging.

128pecifically, comparing their notation to our results from 2.3.4.3, we have As ~ OF (slightly different, but
similar expression), As = O37, Ag = 03T, Ao = O and A;; = O, For the observables Cy and Sy, no explicit
integration formulas were given in the paper, but Cy, = OF and S, = OF is likely.
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Furthermore, an even lower number of bins was found to be necessary for the construction
of individual observables O, (as shown in table 2.10).

e The constructed observables were compared based on their associated expected uncertainty
and this figure of merit was used to maximize the sensitivity of the observables over their
degrees of freedom. In comparison to “hand calculated” angular observables as presented
in [117], this improves the sensitivity by a factor of 5 to 50, while using less or equally
many bins.

A comparison of the performance of the observables constructed under different assumptions
was given in section 2.3.5. Already with 1 x 3 x 3 bins, five observables with sensitivities
close to the optimum can be constructed. Adding two more bins in y, all O, can be
constructed. Even with significantly more bins, further sensitivity gains seems to be rather
small. The expected statistical error of each observable for the 3 x 3 x 3 binning is about 5
to 25 times higher than the expected statistical error on the total integrated cross section.

e The dependency of the obtainable sensitivity on the spacing of the bins for a fixed number
of bins has been studied based on different assumptions. For 3 x 3 x 3 bins, an equidistant
spacing of bins in y X 6, X p« proved to be optimal.

e The dependency on the NP couplings has been made explicit and the discriminatory power
of the observables was discussed. Rather than only considering one of the coupling constants
Jga, gv, 9s, gp or 17, at a time, a basis of operators corresponding to possible mediator
particles relevant to B—D*|~ 1, was considered.

2.7 Outlook

As Belle I already studied single differential rates for B—D*¢~; in ten bins in each kinematic
variable for light leptons [61] and studies measuring the tau polarization in B—D*r~ i, [18]
demonstrated recent improvements in measurements of tau leptons, the requirement of 3 x 3 x 2
bins in x x 0y x Op= for the construction of the observables seems to be within reach, especially
for higher statistics soon to be delivered by Belle II.

In light of that, a more thorough study of the obtainable sensitivity of the observables is warranted.
In particular, the so far neglected effect of systematic uncertainties and of bin migration should
be considered and the calculations should be scaled up to luminosity benchmarks. The effect
of most systematic uncertainties is likely to be rather flat across all bins and of similar relative
size as for the total differential cross section. As there are only a few bins in each variable, bin
migration is also expected to be manageable, but a more careful analysis is needed.

Furthermore, the discriminatory power of the operators should be considered in a more quantita-
tive way by considering benchmark points for potential NP contributions. For this, the coupling
constants should be constrained with a combination of experimental results (and not just R(D*))
in order to select a set of relevant benchmark parameters.






Chapter 3

Hadronically Tagged Analysis of
B—sD*e™ e vs B—D*p~ iy, with Data
from Belle |

In this chapter, continuing work on an analysis of the B—D*¢~ 7, decay channel is presented.
The events are selected from 772 million e*e™ — Y(45) — BB events recorded with the Belle
detector at KEKB, where one B meson is fully (hadronically) reconstructed. Unfolded differential
decay rates in four kinematic variables are presented separately for £ = e and ¢ = p in the final
state.

3.1 Introduction

The study of semileptonic! B decays into D* mesons in context of the SM allows for a precise
determination of the absolute value of the CKM matrix element V., as well as for the measurement
of the form factor parameters involved in the decay. The measurement of |V| is of theoretical
interest for tests of the unitarity of the CKM matrix in the SM, while precise measurements of the
form factors also allow to reduce systematic uncertainties in other analyses in which the signal is
a major background (for example B—sD*{~ 1 is a background in B—ml~ v, B—D*7~ i, and
others [128, p. 2]). Furthermore, most theoretical predictions for R(D*) use experimental input
for the form factors. In fact, the current average as calculated by the HFLAV collaboration [20]
(see section 1.2) uses the unfolded kinematic distributions calculated by the analysis described in
this chapter.?

The analysis presented here is ezclusive, i.e. studies an explicit decay mode, B—D*{~ 1, of
the B meson (in contrast to analyses such as B— X 0", called inclusive), where the full decay
chain of the corresponding B meson (signal B) from the BB pair production is reconstructed.
Furthermore, the analysis is tagged, i.e. the second B meson (tag B) is fully reconstructed.
This analysis reconstructs the tag B decay in hadronic modes and thus is also said to be
hadronically tagged. The full reconstruction of the tag side ensures a high purity of the considered
data sample (and thus a more precise reconstruction of the decay kinematics) but leads to a
lower reconstruction efficiency. A complementary untagged analysis of B—D*{~ 7y using an
orthogonal data set from Belle I has been described in the conference note [128].

Both B~—D*%¢~ 5, and B'— D**¢~1; are considered. In both cases, the presented data is
CP averaged. The decays of charged B mesons were previously determined to be less well
understood (in particular some inconsistencies and large error margins appeared in the fit to Vg,
and the form factor parameters). Therefore the analysis so far focused on neutral B mesons.

nvolving at least one lepton and at least one other particle.
*More precisely, the unfolded kinematic distributions as published in the conference note [61] are being used.
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TSUKUBA

WIGGLER

(TRISTAN| Accumulation Ring)

Figure 3.1: Schematic of the KEKB facility. Electrons circle clockwise in the HER, positrons
counterclockwise in the LER. The four directions are denoted as Tsukuba, Oho, Fuji, and Nikko,
corresponding to the direction of cities and landmarks. [130]

In addition to a determination of |Vy| and B—D* form factor parameters (not described in
this thesis), the analysis also presents the unfolded (i.e. detector resolution corrected) differential
decay rates of the four kinematic variables w, cos @y, cosp+ and x.

The work on the analysis presented here was started in 2016 by a master’s thesis of Saskia Falke
(formerly Saskia Moenig) under the supervision of Florian Bernlocher and with additional input
from Jan Hasenbusch, Max Riiger, and Jochen Dingfelder. Internally, the work is documented
as Belle Note #1419 [129] with referees Ariane Frey (chair), Kay Kinoshita and Christian
Pulvermacher. First results were shown at the conference CKM 2016 and a corresponding
conference note [61] was published in February 2017, but further progress was stalled thereafter.

The aim of this work is therefore to prepare for a completion of the analysis, but also extend it
in one aspect: So far, the unfolded differential cross sections and other results were presented
for B—D*¢~ iy, without distinguishing between ¢ = e and ¢ = p in the final state. However,
publishing separate results for both lepton flavors would allow to weigh in on the debate of
possible light lepton universality breaking features of potential NP.

As the Belle note [129] (only available for Belle members) and the conference note [61] are
describing most parts of the analysis, they are considered as implicit references throughout this
chapter. However, if no explicitly source is given, all numbers, plots and figures have been
recalculated, regenerated or newly created by the author.

3.2 Dataset and Instrumentation

This analysis uses a data set of an integrated luminosity of 711 fb~* at a center of mass energy
Vs = 10.58 GeV (corresponding to 772 million ete™—Y(45)— BB) recorded between 1999
and 2010 with the Belle detector at the KEKB storage ring.

3.2.1 KEKB

KEKB is an electron-positron-collider located at the High Energy Acceleration Research Organi-
zation (KEK) in Tsukuba, Japan. It is described in detail in [11], which serves as primary source
for this section.
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KEKB features two storage rings, HER (High Energy Ring) and LER (Low Energy Ring) of
3km circumference in which electrons and positrons circle at an energy of 8 GeV and 3.5 GeV,
respectively. Both rings cross at a crossing angle of 11 mrad at a single point (Interaction
Point, IP) at which electrons and positrons collide. The asymmetric energy setup translates
to a “boosted” center of mass system of the electron positron pair, which moves with v =
(E(e™) — E(e"))/+/s = 0.425 along the beam axis as seen from the laboratory frame. The center
of mass energy is tuned to the Y(4S5) resonance, which decays with at least 96% probability (at
95% confidence level [5]) to a pair of neutral or charged B mesons.

Both rings are fed from the KEKB injector linac [131], a 600 m long linear accelerator that
directly reaches the target energies of 8 GeV (electrons) and 3.5 GeV (positrons). Radiofrequency
cavities (RFs) and wigglers along the KEKB storage rings are used to counter energy loss from
synchrotron radiation and to control beam properties.

Achieved on June 17, 2009, the peak luminosity of 21.083 x 103 cm=2s~! [132] is still the world
record, although soon to be surpassed by the Super KEKB upgrade that aims to deliver a 40
fold higher target luminosity for the upcoming Belle II experiment [133].

3.2.2 Belle

The Belle detector is located at the interaction point of the KEKB storage rings and surrounds
both beams. Cross sections of the detector are shown in figure 3.2 and 3.3. The z-axis is set to
be parallel to the et beam (but pointing in opposite, i.e. clockwise direction), the y axis lies in
the horizontal plane (pointing toward the middle of the accelerator ring) and the x axis points
upward such that x,y, z form a right-handed orthogonal coordinate system. The polar angle @ is
measured with respect to the z axis, the azimuthal angle ¢ with respect to the = axis.

The Belle detector is described in the technical design report [10], which is the source of the
information in this section, if not stated otherwise.

The Belle detector consists of the following components:

e Beam pipe: A double wall beryllium cylinder with a cooling liquid flowing between both
walls. Originally with a diameter of 40 mm, it was replaced by a smaller version with
20 mm diameter in 2003 [134].

e SVD (Silicon Vertex Detector). The innermost detector, directly surrounding the beam
pipe, offering precise vertex information and therefore important for the tracking of charged
particles. The first generation SVD (SVD1) was in use until 2003, where it was replaced
by a second and improved generation (SVD2) due to radiation damage [135]. The angle
coverages were 23° < 0 < 139° (SVD1) and 17° < 6 < 150° (SVD2), respectively.

e EFC (Extreme Forward Calorimeter). A calorimeter on bismuth-germanate crystal base,
complementing the ECL (see below) by covering 6.4° < 6 < 11.5° (forward) and 163.3° <
0 < 171.2°.

e CDC (Central Drift Chamber). The CDC surrounds the SVD and parts of the EFC. It is
filled with a 50% — 50% mixture of helium and ethane. Alternating field and sense wires
detect avalanches of secondary charged particles following the path of energetic charged
particles. This allows for tracking information (and due to the curved trajectories in the
magnetic field also for momentum measurements), as well as for measurements of the
energy loss dE/ dz.

e ACC (Aerogel Cherenkov Counters). The ACC consist of several types of aerogel modules.
Sufficiently fast particles traveling through the aerogel lead to Cherenkov radiation, which is
read out with photomultiplier tubes and allows determining the particle velocity. Together
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with the momentum measurement from the CDC, this allows calculating the mass of the
particles. The ACC is particularly important to distinguish light mesons such as Kaons
and Pions.

e TOF (Time Of Flight). The TOF uses plastic scintillation counters to measure the time of
flight of particles over the 1.2m distance from the interaction point. With a resolution of
100 ps, the TOF is effective for particles with momentum below 1.2 GeVe™! (that is, for
nearly 90% of the particles from the Y (4S5) resonance). The TOF covers 34° < 6 < 120°.

e ECL (also abbreviated CsI, Electromagnetic Calorimeter). The ECL consists of CSI(TI)
crystals placed around the z axis in a barrel structure with two end caps. The primary use is
the measurement of energy and position of photons. The barrel covers 32.27° < 6 < 128.77°,
while the front and endcap cover 32.27° < 6 < 128.7° and 130.77° < 6 < 155.17°,
respectively.

e Magnet. The superconducting solenoid provides a magnetic field of 1.5 T. The magnetic
system takes advantage of the iron layers of the KLM (see below), which are integrated
into a magnetic return circuit.

e KLM (K and Muon Detector). The outermost part of the detector built from alternating
layers of glass-resistive plate counters and iron plates, arranged as a barrel around the z
axis with two endcaps. Covering 20° < 6 < 166°, it allows the identification of muons and
K1, mesons with high efficiency for |p| > 600 MeV /c.

3.3 Reconstruction and Event Selection

The event selection is performed with the objective of a sufficiently pure sample of B—sD*{~ 1,
decays that allows for a good reconstruction of the kinematic variables.

3.3.1 Kinematic variables

|Vep| and form factor parameters are extracted from measured distributions of the four kinematic
variables w, cos 0y, cos p+ and x. The variable w is linearly related to the squared four-momentum
transfer between the B and the D*, ¢> = (pg — pp+)? via:

2 2 9
w="B1"D ~ 0" (3.3.1)

The helicity angles 0y, Op- (also denoted 6,) and the angle x are defined as in figure 2.1.

In the reconstruction, w is calculated with pp = P+~ — Ptag and the D* four—moment_um. To
calculate the angles, the four-momenta of the D* and lepton are boosted in the signal B meson
frame. A comparison of the kinematic distributions of data vs MC is shown in figure 3.4.

As the resolution is similar in all four variables, the extraction of the differential branching ratios
is performed in the same number of ten bins.

3.3.2 Tag side reconstruction

The candidate for a tagging side B (Biag candidate) is reconstructed using the hadronic full recon-
struction algorithm described in [136]. Based on the multivariate analysis package NeuroBayes
[137] and employing more than 70 neural networks to reconstruct more than 1100 exclusive decay
channels, it obtains an efficiency of 0.3% for B* and 0.18% for B°.
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Figure 3.4: Distributions of w, x, cosf; and cosfp+« in Data vs. MC (B, ¢ = e + u; after the
MC corrections described in section 3.3.5 have been applied) [61].

The beam constrained meson mass, missing energy, and the multivariate classifier (Mp., AE and
log(NB), respectively) have to fulfill the requirements

5.265 GeVe ! < My, = ,/Z — |Pragl?,

—0.15GeV < AE = Fiog — ? < 0.1GeV, (3.3.2)

log(NB) > —7,
where /s is the center of mass (CMS) energy of the ete™ collision and Piag (Eiag) is the

3-momentum (energy) of the By,, candidate in the ete™ CMS.

The cuts on My, and log(NB) are chosen after considering the figure of merit Ng/+/Ns + Ny
on MC data (see section 3.3.5), where N; is the total number of correctly reconstructed signal
events and Ny, is the total number of remaining (background) events.

In each event, a single By, candidate is chosen and all tracks and neutral clusters associated
with it are removed from the event for the reconstruction of the signal side. If no candidate is
found, the event is vetoed.

3.3.3 Signal side reconstruction

The B—sD*{~ 1y signal side is reconstructed in three steps:
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1. Selection of the charged lepton candidate (events with more than one well identified charged
lepton are vetoed). The following cuts are applied:
Le(e) >0.5 or L,(p)>0.9,
[Pe| > 0.3GeV  or |p,| > 0.6 GeV,
17° < 0. < 150° or 25° <6, < 145°,
dr. < 0.5ecm and dz. < 2cm,

(3.3.3)

where L£,(¢) is a particle identification likelihood ratio for the electron or muon hypothesis,
P is the electron/muon momentum and the cuts on the polar angles 0y of the charged lepton
are due to detector acceptances. For electrons, additional impact parameter requirements
on dr and dz are applied as well.

The cuts follow the general recommendations of the Belle CKM working group. Further
optimization is not performed in order to have as few constraints on the B—D*{" v,
phase space as possible.

For electrons, care has to be taken with energy and momentum loss due to bremsstrahlung
and final state radiation. To that end, photons in a cone with opening angle 5° around the
electron trajectory are considered. The photon with the smallest opening angle inside this
cone (if any) is taken into account for the calculation of the electron energy and momentum.

2. Next, candidates for D mesons are reconstructed using the channels shown in table 3.1a.
Neutral pions are reconstructed from photon candidates (calorimeter clusters not matched
to any track) with energy E,. The following cuts are applied:

Lrg(K)>06 and Lg(m)<0.6
drg/r <0.5cm  and dzg/, <2.0cm

100 MeV 0 < 33°
E,>{ 50MeV  33° <6 < 128° (3.3.4)
150 MeV  128° < 6

0.12GeV < myo < 0.15GeV
|m15© — miEe| < 14 MeV

Furthermore, for neutral D mesons, no further charged track is allowed on the signal side,
whereas for charged D mesons, at most one more charged track is allowed. The best
candidate is selected by a vertex fit: Neutral pion candidates are fitted to the decay vertex
(expected to be close to the interaction point) and the candidate with the lowest x2/n.d.f.
is selected.

3. Finally, D* meson candidates are reconstructed in the channels shown in figure 3.1b. The
additional channel D**— D%y which would make up for the remaining 35% branching
ratio of the D*0 decay is not considered due to very low purity. Only one more cut is
applied for the deviation from the expected mass difference, Am = mp« — mp:

|Am™® — Am™¢| < 0.01 GeV. (3.3.5)

If there are multiple 70 candidates that can be combined with the D meson reconstructed
in step 2, the one with the value Am™ closest to the true value Am'™® is selected.

3.3.4 Backgrounds
2

After the event selection described in the previous selection, a fit in m; ;. is performed to

discriminate between signal and background, where

2

Mimiss — (pB — PD* —PE)Q- (336)
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Channel BR

Channel BR
D —Kton~ 9% — ~
, ’ DO—DO0  65%
DV—Ktg— 4% _
_ D*~—D'%7~  68%
DV—Ktg— 70 14% D D 319
_ T—D T
D' Ktrgnnt 8% ’

(2) D channcls (b) D* channels

Table 3.1: Considered decay channels for D and D* mesons. The branching ratios displayed here
are the (rounded) 2018 world averages [5].

Here,

Pete—

the signal side four-momentum ppg is calculated via the beam four-momentum as pg =

2 distribution of the following notable event classes:

— Ptag- Figure 3.5 shows the m

Correctly reconstructed signal events B—D*(~y: Since m2,, = p2 = 0, the m2,-

distribution peaks at zero.

True signal B—D*(~ 1, events in which the D or D* meson has not been reconstructed
correctly. These events also peak around vanishing m? . ., but form a broader peak than

correctly reconstructed events.

Due to the similar distribution shape in m?,, separating these events from correctly
reconstructed signal events via the fit to m2, . would lead to strongly anticorrelated event
yields. Therefore, rather than doing so, we fit them together with correctly reconstructed
signal events (henceforth referred to as signal+wrong or s+w for short). The drawback of
this approach is higher migration between bins of the kinematic variables as discussed in

section 3.7.

B—sD**{~1y: Confused for signal if additional decay products from D** —s D* are
missed. The missing particles shift the m?2 .. spectrum to positive values. The branching
fraction for these events is poorly known and filled in by comparison of exclusive modes

with inclusive B— X ¢~ 7 measurements (cf. section 3.3.5.1).

B— D¢~ 1y: A combination of fake pions or pions from the tagging side is combined with
the D meson from the signal side and results in a fake D* meson candidate. Peaks at

negative m2 ...

Others: This contains all backgrounds not belonging to any other category. This background
is dominated by B decays that are not semileptonic, e.g. cascade decays, where a lepton is
produced in a secondary decay. Confusing them with B— D*{~ 1y means that particles

2 distribution is observed.

are missed, hence a positive my ;.

Fake leptons: Either a different particle is mistaken for a charged lepton, or the flavor of a
true charged lepton is incorrectly identified. This background shows a broad m?2 . shape,

but a very small yield.

Continuum: As both B mesons are fully reconstructed, the continuum bacgkround (non-BB
events) is fairly low. It is uniform in m2 ..

3.3.5 Monte Carlo data

Simulated collision events are employed heavily throughout the analysis, most notably to fit the
signal and background m2, -distribution shapes. This simulated data is referred to as Monte

miss
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Figure 3.5: Signal and background distributions in m? ., [129].

miss

Carlo (MC) data and has been generated by the EvtGen [138] package. To allow for a thorough
comparison with data, a full detector simulation has been performed on these events using
GEANT3 [139] with final state radiation simulation provided by PHOTOS [140].

Information based on the reconstruction of MC events on which a full detector simulation had
been performed is referred to as reco MC information, whereas the original (generator level)
information is referred to as truth/true MC information. By comparing reco with truth MC,
resolution effects and the precision of the applied reconstruction algorithm can be studied.

The MC events are divided into ten streams (i.e. subsamples), each split up in four subsamples
with B*BT, B'B?, c¢ continuum and g (¢ # ¢) continuum events.® The total number of used
MC data events is about ten times higher than the number of data events.

In order to update relevant branching fractions in the MC to their current averages, several
corrections are necessary, which are applied to the MC datasets in the form of weights applied to
each event. As the event frequencies scale with the branching fraction, these weights are of the
form BRyew / BRyc, where BRyc is the branching ratio used in the generation of the MC and
BRyew is the desired (updated) branching ratio.

3.3.5.1 Branching ratio corrections

The branching ratios for the considered D and D* meson decay channels (table 3.1), B—D®*) ¢~ 5,
and B—D**{~ 1, decays have been scaled up to the 2016 averages of the PDG group [141].%
After these corrections, the branching ratio of B—s X ¢~ is still smaller than the world average
from [142]. As all relevant branching ratios but B—D**{~ 7, are well known, the B— D**{~ i,
branching ratio has been scaled up by a factor of 2.244 (B*) and 2.601 (B°) to meet the inclusive
branching ratio.

Note that the numbers quoted in the Belle note [129] still refer to an earlier version of the code
with correction factors calculated with the 2014 world averages [142].

3.3.5.2 Differential Branching Ratio Corrections

The shape of the differential branching ratios has been updated using the form factor parametriza-
tion from Caprini, Lellouch and Neubert (CLN) [60] and the 2014 world averages from the
HFLAV group [143] as parameters. The full parametrization of the differential branching ratios
is given in [129] and [61], but is in principle the same as the expressions discussed in appendix A
(except that only SM contributions are considered).

3However, only the first 5 streams contain BB events.
4The value BR(D*0—>D71') has not yet been updated since the 2014 PDG averages. This is also discussed in
section 3.10.6.
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In order to not interfere with the branching ratio correction described above, the weights are
calculated as

dir
FMC dw dcos 0 dcos O p+ dX | ew
: . : (3.3.7)
lhew d?r

dw dcos €y dcos O p* dx ‘MC

where quantities with subscript “MC” are as assumed for the MC generation, whereas quantities
with subscript “new” are the updated values as described.

3.3.5.3 Reconstruction and particle identification efficiency correction

Reconstruction and particle identification (PID) efficiencies are corrected using data driven
methods:

e PID efficiencies: The standard Belle efficiency tables are used.

e Slow pion efficiency: The momentum-dependent efficiency correction is taken from a study
of B— D7 samples [144]

e Tagging efficiency: This calibration is performed using B— X/, decays (since our signal
mode B—D*(~ iy is a part of this calibration sample, this introduces a small bias). The
correction factors have been calculated as part of a Bachelor thesis [145] based on a
procedure described in [146]: B— X/~ events are binned with respect to their decay
topology and in bins of the multivariate classifier log(NB). The correction factor is then
calculated separately per bin by comparing the number of B—sX ¢, events in data with
the number of events in MC.

3.4 Fitting

The B— D*{~ iy, signal+wrong yield® is extracted using an unbinned likelihood fit to the m2

distribution.® This is done separately for the disjoint samples that contain either only B* or B°
decays and, if we distinguish between the lepton type, only either electrons or muons in the final
state of the signal side.

All events of the subsample are projected in bins of the kinematic variable under consideration
(in this context also referred to as binning variable), leading to n = 10 subsamples.

The signal4+wrong and background yield st 1w and Ng of each subsample j is extracted by
maximizing the likelihood [61, p. 13]

L(Mipiss; N s N} = % exp(—Njy — Np) %

no 4 o (3.4.1)

X H |:st+“7 pdfg+w(mi1iss (Z)) + Nk]) pdf{)(m?niss (7’))} )

i=1
where m2,._ (i) is the value of m2 ;. of the i-th event in the subsample and pdf’ tw (pdf{)) are the
probability density functions (PDFs) of the m?2 .. distributions for signal4+wrong (background)
in bin j. These PDFs are also called fit templates and are obtained from fitting the MC m2
distributions.”

5Correctly reconstructed signal events are treated together with signal events, where the D* or D meson have
been incorrectly reconstructed as explained in section 3.3.4.

51n the following, it is important not to confuse the fitting variable (mfmss) and the binning/kinematic variables
w, cos B¢, cosfp+ and x.

"The different types of background have different distributions in m2;. In order to fit the total background
PDF, pdff), the background composition (i.e. the different normalization factors of the distributions) have been
fixed to their values in MC.
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Both the maximization and the fitting of the templates is carried out numerically using the
RooFit package [147]. [61, p. 13] claims that the number of signal events is not constrained to
be positive, but that is not true for the latest version of the code. However, after anomalies
showed up for the closure test explained in section 3.5.3, the positivity constraint was relaxed
and negative values were to some extent allowed for both signal+wrong and background.

To obtain a smooth PDF as fit template from the MC data, Gaussian kernel estimators [148] are
used via the RooKeysPdf class (that is, the PDF is constructed as a sum of Gaussians). The
corresponding smoothing parameter is chosen to be 0.75 as a compromise to smooth statistical
fluctuations on the one hand, while not discarding physics information on the other hand. This
is less of a concern for the signal shape, where high MC statistics lead to a well-defined shape
and more for the background, where the MC data is limited and strong “wiggles” are observed.

Some examples for the fitting of the PDF templates are shown in figure 3.6; examples for a fit
to data using these PDFs are presented in figure 3.7. Exemplary fit results for w are shown in
figure 3.8, the full set of 24 plots is collected on pages 118 to 121.

3.5 Fit Closure Tests

To demonstrate that the fit procedure is working as expected, three closure tests are performed.
Y«

Adopting the names from [129], the three tests are called “closure toys”, “closure test 1” and
“closure test 2”. Schematic descriptions in the form of flowcharts are given in figure 3.9 to 3.11.

In addition to the tests with MC data as described in section 3.3.5, the same closure tests are
performed with MC, where the reweighting was modified by varying the B—s D*¢~ i, form factor
parameters by 3o (that is, the same MC variations that are also used to estimate the model
error in section 3.8.2). This is done to confirm that the unbiasedness of the fit is a stable feature
independent of small variations in the MC samples.

The thereby significantly increased number of performed closure tests require a more systematic
analysis. To that end, additional plotting routines and analysis tools have been implemented
using pyROOT [149].

3.5.1 Unbiasedness of the fit

The test “closure toys” compares MC truth yields with results of fits to distributions of toy events
generated from the same MC dataset: Taking the MC dataset, PDFs for signal and background
in each bin ¢ (pdfy, , and pdf}) are calculated as for the fitting procedure. In addition the “total”

PDF pdfiOt is calculated using the ratio of signal to background in MC:

s+w

#,MC #.MC
Ny + Ny

NoMC - paff, + NONS - pdfiy,

pdfi, = (3.5.1)

Using this PDF, toy events are generated based on a Poisson distribution with the total number
of events given by the total number of events of this bin in MC.®

The m? ... spectrum of the toy events is then fitted using N§t18+w . pdf;'+W + Némb -pdfi, yielding

) miss
N flit,s—&-w/ b
MC events for signal and background in each bin,

and the fit error O'fiit s /b These fit yields are compared with the number of (truth)

Nti]ru — by considering the “pull”:

N — N
; fit, s+w/b true, s+w/b
pulll, = —e=t ue, stw/ (3.5.2)
Uﬁt,s+w/b

8The internal documentation [129] can be misunderstood to imply that the total number of events is varied by
a Poisson statistics as well, but that is not the case.
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Figure 3.6: Fitting PDFs for signal+wrong and background in bin 4 in w for the combined fit
¢ =e/u and for the separate fits £ = e and ¢ = p.
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Figure 3.8: Exemplary fit results for w.

The pull distributions are considered separately for e, u, e+ p and for B and B*. One of the 240
generated histograms is shown in figure 3.12. For an ideal unbiased fit, the distribution should
approach a Gaussian with vanishing mean and unit standard deviation. While this is generally
the case, most distributions show an enlarged negative tail, leading to a slightly negative mean
of around —0.05 (1000 toys, £ = e/u) and —0.03 (1000 toys, ¢ = e + p).

Previous studies showed that this effect vanishes if the experiment is repeated with a 100 times
higher number of generated toy events for each toy sample, making it seem likely that the
observed bias is only due to non-Gaussian errors caused by low statistics.

To make it easier to spot possible biases, overview plots of the mean and the standard deviation
of the distributions, as well as the x?/n.d.f. value of the fit with Gaussians, are shown in plots
such as 3.13. The full set of plots can be found on pages 123 to 124.

3.5.2 Universality of the PDFs

For this closure test (“closure test 1), subsets of the MC data are fitted using PDFs generated
from the complementary MC subset. The resulting yields are compared and are expected to be
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Figure 3.9: Flowchart for the closure test “closure toys”.
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Figure 3.12: Pull of toy experiments for bin 0 in x (B°).

@ C 5 106
s OF B 1.05 5_ [e) B° per bin (red: e, blue: p, black: etp)
2 023_ {) T E ° B* per bin (red: e, blue: u, black: e+p)
N g 1.04 Mean all bins, B’ and B* (red: e, blue: 1, black: e+yl)
-0.04 o 15 ' 5 103F
| W Rmgh
-0.06]~ B Yo ;
r % % % % 101;*]; %T TTT‘J: (]; g‘t
-0.08F 0o : o i
r (e} B per bin (red: e, blue: p, black: e+p) 1;#]_i g (f T
—0.1F ° B* per bin (red: e, blue: u, black: e+u) 0.99E- . } {
r Mean all bins, B8’ and B (red: e, blue: p, black: et+p) ’ é
_012-_ 1 1 1 1 1 1 1 1 1 098'_ 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Binin x Binin x
(a) Mean (b) Standard deviation
s f -
= 3 le) B" per bin (red: e, blue: y, black: e+u)
< r ° B* per bin (red: e, blue: p, black: e+p)
r Mean all bins, B’ and B* (red: e, blue: 1, black: e+p)
25
2F°
- O
e % % © o o®
155—a—0 GD% Ot c;-o‘o o1
C Oe ° Ce O° P u‘ o
1+ e © ° PG . °
C 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 7 8 9 10

(c) x%/n.d.f. for the fit of the Gaussian to the histogram

Figure 3.13: Overview of the shape of the pull distributions of the toys for the kinematic variable
X. Note: To facilitate readability, the markers for electrons, muons and the combined fit are
slightly shifted. A comparison of all kinematic variables can be found on page 123 to 124.
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Figure 3.15: Two examples of overview plots for “closure test 1”. The full set of plots can be
found on page 126.

compatible within the error margins.

The MC data is divided into 10 streams. Four of those (MC stream 5 to 9) do not contain
BB events, leaving six “complete” streams (0 to 5). Taking stream 0 < j < 5 as data, PDFs
are calculated using the remaining nine streams. The data stream is then fitted with these
PDFs, resulting in yields Nsi w/b (7) and corresponding errors 0'2 w /b(j). A visualization for two
examples is shown in figure 3.14. To quantify the results, a pull quantity similar to equation
(3.5.2) is introduced, taking the average of the results as the expectation value:

, N () = § 29 NE L (6)
i . s+w/b 6 £vj'=1""s4+w/b

pulll, () = —= : : . (3.5.3)
s+w/b Us—i—w/b(])

Again, the pull distribution should resemble a Gaussian with unit standard deviation around zero.
As only six values per bin are available, this is hard to test on a bin-to-bin basis. Nonetheless,
plots such as 3.15b have been generated and checked. Additional fits to the combined pull
distributions of all bins and both B® and B* show that the 60 pull values indeed form a Gaussian
distribution (figure 3.15a). The full set of plots can be found on page 126.
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3.5.3 Influence of the PDF shape uncertainty

The test “closure test 2”7 compares fit results obtained using two different PDFs corresponding to
slightly varied MC datasets in order to quantify the effect of the uncertainty on the exact PDF
shapes.

As in the last closure test, one complete stream (stream 0 < i < 5) of the MC dataset is taken
as data to be fitted and the remaining nine streams are used to build PDFs. This is done in
two different ways. For the first result, the nine streams are fitted as they are (pdfé tw /b)' For
the other results, each event in the nine streams is reweighted with Poisson weights of unit

expectation value, before fitting the PDFs (pdféiw /b)' The fit results Nsi w/b and Ns’iw s to the
respective PDFs are then used to define the pull:
) Nz _ 11
pulll,, , = /o stwb, (3.5.4)

/
O-s—zi-w/b
Running this repeatedly with different seeds for the generation of the Poisson weights results in
a distribution Ns’iw /b and thus pull, /b which again should converge towards a Gaussian with
vanishing mean. This time, however, the standard deviation is not expected to be close to one:

Rather, it is taken as an estimator for the error introduced by the uncertainty on the PDF shape.

Initial runs of “closure test 2” for separate fits of electrons and muons lead to a number of
distributions that looked like cut-off Gaussians. This could be traced back to the fit values
being constrained to positive values. For separate fits to electrons and muons, the low number
of background events can lead to an almost vanishing background yield in some bins, resulting
in a distribution with a clear cut-off at zero. Since signal+wrong and background event yields
together are fixed by the total number of events considered, this means that the signal yield and
thus the pull distribution were similarly cut off towards the right side. Relaxing the lower bound
on signal+wrong and background yields resolved this issue completely.

3.6 Correlation and Covariance between Kinematic Variables

Since the events in bin ¢ of kinematic variable v and in bin j of kinematic variable v # w overlap,
the fitted event yields N, and Ngp?% are correlated, leading to correlated statistical errors Egy, .

Correlations between random variables X and Y with mean py/y and standard deviation oy ,y
can be quantified using the Pearson correlation coefficient:
El(X — px)(Y — py)]

Corr(X,Y) = , (3.6.1)
oXOy

respectively for a sample:

Zz’]\;1($i —Z)(yi — 79)
Corr(X,Y) = , (3.6.2)
VEN, (@i — 2SN (i - 9)?

where T = % Zf\il x; (and y analogous). To generate a sample for the fit results N;fw and Nsujr’f;,,
we generate toy samples by “bootstraping” the data events, i.e. applying a Poisson weight with
unit expectation value to each event in the dataset. Repeating that procedure with Ny different
random seeds, we generate Nioys toy data sets, which are fitted and then used to calculate the

correlation via equation (3.6.2).

The errors on the correlation coefficients p := Corr(Eyy,, Exi) are estimated as’

Ap = tanh (tanh ™! p + (Nigys — 3)7/2) = p. (3.6.3)

9In this context, tanh ™! is called a Fisher transformation. The Fisher transformation of the correlation of two
normally distributed random variables X and Y, tanh™!p(X,Y) is normally distributed with standard deviation
(N — 3)71/ 2 where N is the sample size. Applying tanh for the inverse transformation and subtracting the mean
value p thus gives the 1o error of p as stated.
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Figure 3.16: Uncertainty on the correlation coefficient.

A plot of the uncertainty Ap in relation to p is shown in figure 3.16. The uncertainty is highest
for vanishing correlation and vanishes for maximum correlation.

In the current setup, the correlation is calculated with Nioys = 1000, corresponding to an error
Ap = 0.03 on most non-diagonal entries, because the correlation is less than 20% for all values.
More specifically, we set

1 v=7v andi="7¢
: 1 0 - ! d ) !
Corr(nvi, yvi'y = § 0 v = andiZi (3.6.4)
0 v#v and p <2Apor p <0,
p else

where p is the calculated correlation. This uses the a priori fact that, since the fit results
for different bins of the same kinematic variable are obtained using disjoint sets of data and
MC (namely projections based on disjoint (reco) value ranges of the kinematic variable), the
corresponding correlation coefficients must vanish. Corr(N?*¢, N “"i/) =1 is obvious and negative
correlations are unphysical,'’ thus are due to the uncertainty and can be set to zero.

An example of a correlation matrix obtained in this fashion is shown in figure C.5. The average
of the non-diagonal elements of the matrices obtained for B* or B? and for £ = e, ¢ = j or
¢ = e + u are nearly identical 6%. The correlation can reach up to 20% for single bins.

From the correlation of the statistical errors, we can calculate the corresponding covariance
matrix as

v,i v’ i v,i v, v,i v’ i’
COV( st7at7 stét) = st7at stat COI‘I‘( st7at7 stét) (365)

3.7 Migration Matrices

Limited resolution and accuracy in the measurement of a kinematic variable v (w, cos 6y, cosp+,
X) can lead to events being mistakenly put in bin i,eco €ven though they belong in a different bin

itrue (this is called “migration”). This effect is summarized in the migration matriz Mgt

N(lrecm 1true) T N(lrecm ntrue)
Mvmig = : : , (3.7.1)
N(nrecoa 1true) c N(nrecm ntrue)

where n is the number of bins in v and N (iyeco, jtrue) 1S the number signal4+wrong events that
belong in bin jiue but are put in bin ieco by the analysis. Oftentimes the migration matrix is

10T he correlation between the variables is due to the “overlap”, i.e. events that are /both in bin 4 of variable v
and in bin i’ of v'. Thus, an increased yield N"* leads to an also increased yield NV * .
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BO B:t
Variable e I e+ e W e+
w 89.8 89.9 89.9 84.7 85.2 84.9
X 73.5 73.4 73.5 62.4 62.2 62.3

cos O p= 71.2 71.6 714 60.6 60.5 60.5
cos 6y 85.2 85.7 85.4 81.6 83.2 82.3

Table 3.2: Average value % S0 mig)ii of the diagonal elements of each migration matrix.

presented with normalized columns. Because of 37; (M i,)ij = N (jtrue), the number of events in
bin jtrue, this corresponds to (Mvmig)ij := N (freco, Jtrue) /N (Jtrue)-

Migration matrices are calculated from MC separately for each kinematic variable by performing
a joint binning in bins of the reconstructed value of the kinematic variable and in bins of the
true value of the kinematic variable.'!

Distinguishing between B® and B as well as between £ = e, £ = p and £ = e + p1 leads to a total
of 24 migration matrices. Two examples are shown in figure 3.17, the full set is shown on pages
132 to 135.

The average of the diagonal elements (table 3.2) corresponds to the fraction of correctly binned
entries. The lowest migration is obtained for binnings in w (90% and 85% correctly binned events
for B and B*, respectively) followed closely by cos 6y, whereas binnings in y and cosfp« are
more problematic (70% and 60%).

In general, more migration is observed for the charged B mesons due to the higher fraction of
wrongly reconstructed B—D*(~ i, events. As the reconstruction of the D* mostly affects the
angles y and fp-, the differences between BY and B* are more pronounced in these variables (on
average around 10% points difference per diagonal element), while ranging up to 5% points for
w and ;. The differences between the electron, muon and combined fit are very small, mostly
ranging up to one percentage point for the diagonal entries.

3.8 Unfolding

In order to compare the results of the analysis with theory prediction and to fit |V,| and form
factor parameters, two strategies can be employed:

1. Folding of theory distributions: The predictions of the bin contents N:fgﬁheo are folded

with the migration matrix, i.e. we consider N:fgheo = Zj (M?. ig)ij Nsv—i’-J\;;DheO and directly
compare N:Jf";heo with the measured distribution NJ}';™"

2. Unfolding of measured distributions: Here, we try to undo the effect of the bin migration
(“unfolding”), for example by considering N0 := >, ( };ig);jl NgZ7P. The unfolded
measured distribution can then be directly compared to theoretical predictions.

Generally, the first method is conceptually simpler, less model dependent and does not need
a careful treatment of numerical instabilities. Thus, for the fit to V; and the form factors
performed in this analysis, the first strategy is applied (not discussed in detail in this thesis).
However, to preserve the results in an experiment-independent form that allows for combinations

"For this, the signal+wrong events are selected by MC truth information, rather than a fitting procedure.
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Figure 3.17: The migration matrix with lowest migration (B, | = e + u, w) and with highest
migration (BT, [ = e+ p, cosfp+). The full set of migration matrices is shown on page 132 to
135.

and comparisons with other measurements, as well as for independent fits using different models,
the unfolded measured distributions are needed.

3.8.1  SVD unfolding
3.8.1.1 Motivation

The problem with a simple unfolding via matrix inversion N:_;_e\fv(p’i =2, (Mﬁlig)i—jl Nsv_f;,(p’j , are
numerical instabilities that lead to an amplification of uncertainties (“oscillations”). To address
this issue, a method employing singular value decompositions (SVDs) is used. This method,

SVD Unfolding is described in an application oriented way in [150].

3.8.1.2 Implementation

The method is implemented in ROOT as TSVDUnfold [151] and takes the following input:

e Data distribution (the distribution to unfold)

e Covariance matrix of the data distribution “pre-unfold covariance matrix”, see section
3.10.3

e MC truth distribution

e MC reco distribution: In fact, it is not clear from the original paper [150], why this
parameter is necessary and inspection of the source code has shown that this parameter is
not used. This has also been tested with the corresponding tutorial examples.

e Migration matrix as calculated in section 3.7 (unnormalized, i.e. containing the event
yields)

Note that, in principle, truth and reco MC distributions are the column and row sums of the
migration matrix, thus the corresponding parameters can be considered to be superfluous for
basic applications as well.
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3.8.1.3 Theory of SVD unfolding

In the SVD unfolding procedure, the problem is first rotated and scaled to a linear equation
Aw = b with Cov(b;,b;) = d;j, where (employing the notation from [150]) b is the transformed

measured spectrum NJ; 50”7, w is the ratio of the unfolded spectrum (to be determined) to truth

MC (per bin) and A is the transformed unnormalized (!) migration matrix. This transformation
makes sure that highly correlated elements of the input vector and elements with high uncertainty

do not disproportionately influence the results.

Solving this matrix equation for w corresponds to a minimization of the squared differences
(Aw — b)T(Aw —b). In order to suppress oscillations due to numerical instabilities, we add a
regularization term to the minimization problem:

(Aw — )T (Aw — b) + 7 - (Cw)T Cw = min., (3.8.1)

where the parameter 7 € R controls the strength of the suppression and the symmetric matrix C
is a discretization of the second derivative (albeit slightly modified in order to be non-singular).!?
The sum of squared second derivatives of the solutions, (Cw)? Cw, is a measure of the “curvature’
of the resulting distribution w, i.e. by adding this regularization term, we reward smooth
solution histograms w with little bin-to-bin variations (which is a heuristically motivated a priori
assumption on the shape of the true solution distribution).

i

In fact, the solution of (3.8.1) can be determined analytically and studying the influence of 7 on
the solution is instructive to motivate the optimal choice of 7. Finding the minimum of (3.8.1)
is equivalent to the equation
Ac1 b
Cw = . (3.8.2)
17 0

Of course, (3.8.2) could be directly solved by w = A~1b, but the effect of 7 # 0 can be better
understood by considering the singular value decomposition of AC~!:

Ac~t=UsVT, (3.8.3)

where U and V' are orthogonal matrices and S = diag(s1, - , s,) is a diagonal matrix with s; > 0.
Note that for 7 = 0, the solution of (3.8.2) is given as (VTCw); = (UTb);/s; and numerical
instabilities correspond to the small singular values s;. In general, the solution of (3.8.2) takes
the similar form

S
512 +7

(VTCw)\™ = (UTh), - (3.8.4)
From this, it is easy to see that an appropriately sized parameter 7 “regularizes” small singular
values, i.e. dampens their influence strongly, while leaving the contributions with higher s;
relatively unchanged. This is similar to the conceptually simpler, but also more aggressive
approach of dimensional reduction, where information from the dimensions associated with small
singular values is simply discarded.

The central question is the choice of the value for 7. Following [150], we assume without loss
of generality (after possible rearrangement of the dimensions), that s; > s9 > -+ > s, and set
T:siwithlgkgn.

The choice of the value k£ (and more generally 7) will always be a compromise between a low
error on the result and a low model dependency:

2If C is the matrix corresponding to the sum of squares of discretized second derivatives (Cw)TCw =
Zi[(wiH —w;) — (w; —w;i—1)]?, then we consider C' = C + £1, where 1 is the unit matrix and £ is a positive value,
usually between 1073 and 1074,
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e Low k (high 7) corresponds to strong dampening of small and not-so-small singular values.
While this reduces numerical instabilities (oscillations) and thereby leads to small errors on
the results, it also discards experimental information, i.e. introduces a bias towards MC
and thereby a strong model dependency.

The fact that the results are biased towards MC, i.e. that the unfolded distribution will
start to resemble the truth MC distribution more and more for high 7 can be understood
from remembering that w is the ratio of the unfolded values to the truth MC values. Thus,
the regularization term 7 - (Cw)*Cw from (3.8.1) does not punish the curvature of the
solution itself, but rather of the ratio to the truth MC, i.e. punishes non-linear deviations
of the results from MC truth. As the regularization term scales with 7, this bias also
increases with higher values of 7.

e High £ (low 7) corresponds to weak dampening of small singular values. This amplifies the
errors of the input measurement, i.e. leads to larger errors on the results.

Note that the choice k = 1 is not sensible, as this implies that even the first singular value s; is
cut in halves. Even in the best case, where all information is concentrated in s, i.e s;21 = 0, this
means that only half of the expected yields are recovered. Therefore, only the values 2 < k£ < 10
are considered in the following.

3.8.2 Model uncertainties

The choice of the regularization parameter k£ depends on the estimate of the model uncertainties.
Even when unfolding data using matrix inversion, the results are always model dependent,
because the migration matrix is generated from MC truth vs reco distributions whose shape
is subject to uncertainties on parameters employed in the MC reweighting (see section 3.3.5).
Therefore, we expect the model uncertainty vs k£ distribution to become flat for a sufficiently
high k > ko, i.e. expect that for k > kg, only negligible improvements in model independence
over k = ko can be achieved.

For a conservative estimate of the model uncertainty, the MC dataset is reweighted with 3o
variations of the three orthogonal form factor parameters and the corresponding MC truth and

reco distributions N, (p; £ 0p,) and N%& (p; + 0p,) are calculated (by counting the number of

MC signal+wrong events projected into bins of the truth and reco level variables!?).

The reco distributions are then unfolded (with the covariance matrix BY of the data, the original

migration matrix My ., MC truth NZt and reco distribution N, as parameters) and the

result is compared with the varied MC truth distribution. Explicitly, the model error is calculated
as follows (where U is the unfolding algorithm, i.e. TSVDUnfold):

. 3 . 4 4 , . . 2
Brnodelt *= \J > [U(Nfe’éo@i £ 0p,), B, N Nrdeos Migig) = Niguen (Pi Upi)jl " (385)
i=1 8.

V1 o v, v,
Emodel - maX{Emodel+7 Emodel—}

The corresponding relative error is calculated in the same fashion, only by normalizing each of

the differences to N\, (p; £ 0;).

A plot of the absolute model uncertainty is shown in figure 3.21, the full set of plots is shown on
page 136 to 139.

13Here, the signal+wrong events are selected based on MC truth information, i.e. without performing any fit.
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Figure 3.18: Two examples of errors on the total signal yield. The plot markers and vertical
error bars correspond to the error on the integrated signal yield as calculated by TSVDUnfold
with k > 2. The light red rectangle corresponds to the symmetric error calculated via the sum of
the squared errors on the not-unfolded bin contents.

3.8.3 Propagation of integral error in the unfolding process

Because the unfolding procedure is in principle a linear transformation that leaves the total
signal yield unchanged (and only changes the shape of the signal yield distribution), the error on
the total signal yield is expected to stay (almost) invariant.'* Two examples of a comparison of
the integral errors are shown in figure 3.18. No significant deviation could be observed in any of
the 22 other cases.

3.8.4 Unfolding of MC data

As a closure test, reco MC data is unfolded (only taking statistical errors into account). As

the migration matrix is calculated by a joint binning of MC reco vs MC truth, i.e. N:fvico’i =

> (Mgﬂg)ijN:ij“th’j (assuming normalized columns of M} ;. ), the unfolding procedure is ex-
pected to recover the truth distribution. This holds exactly for unfolding by matrix inversion and

approximately for SVD unfolding, where the inverse of the migration matrix is only approximated.

If most of the information is contained in the dimension corresponding to the highest singular
value, the value of the regularization parameter k > 2 is expected to have little influence. This
can, for example, be understood by considering the minimization of the term shown in equation
(3.8.1): w is the ratio of the unfolded yields to truth MC yields, i.e. as soon as we come close
to the MC truth distribution, w ~ const = 1 and (Cw)TCw = 0, i.e. the parameter 7 becomes
irrelevant. '’

As is shown with two examples in figure 3.19a, both unfolding by matrix inversion and SVD
unfolding for different values of k& > 2 recover the truth MC distribution with high precision.
Indeed, almost no dependency on k for k > 2 is visible and the statistical errors on the unfolded
bin contents increase with k. This behavior holds true without exception for the remaining 22
plots as well.

YFor unfolding by matrix inversion this is exact and can be seen as follows: The migration matrix leaves the
total yield invariant, i.e. ZZ(M’U)Z =3 (ZZ Mij)'[}j = Zl v;, implying ZZ M;; = 1. This property is inherited

J
by the inverse M~!: We have Zy M;}Mi/j = Jy;, thus 1 = Zj 0ij = Zi, Ej M;}Mi’j = Zi, M;,l
Furthermore, Cov(Mu, Mv) = M Cov(v,v)M™ and Var(}_, vi) = .., Cov(vi, vy), thus Var(},(Mv):) =
Ziji,j, Mg Cov(v], v ) (MT)jr; = Zi,j, Cov(vi, vj) = Var(zi vi). As the “inverse” of M as calculated in the
SVD Unfolding algorithm approximates the real inverse M ™', the relation Zi, M;,l is still approximately true
there.

5 More accurately: For w = wo = const, we have (Cw)TC’w = néwo.
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Figure 3.19: Unfolding of MC data (a) and real data (b). Both unfolded results using matrix
inversion (hatched rectangles) and using SVD unfolding with different regularization parameters
k (black data points with error bars) are shown. The data to be unfolded is shown with a golden
histogram and a golden shaded rectangle for its errors. For comparison, reco MC data (green
histogram) and truth MC data (red histogram) are shown as well. Note that for the unfolding of
MC data, the reco MC histogram and the input data histogram are identical by definition and
only the latter is visible..

As another quick consistency check regarding the comment made in section 3.8.1, one can also
consider the distribution for £ = 1. Here, the distribution shape is roughly recovered (which is
good, because it means that the relevant information is indeed concentrated in the dimension
associated with the highest singular value), while we miss the total yield by a factor of 2 as

expected.

3.8.5 Unfolding of data

In contrast to the unfolding of MC data, the regularization parameter k also influences the
central value of the unfolded measured data distribution.

This is demonstrated in figure 3.21. As expected a low k leads to a bias towards MC in most
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cases, while for high k a trend towards the original input distribution is observed. The full set of
unfolding plots for real data is shown on pages 140 to 143.

The influence of the parameter k is also investigated using toy experiments, where the input
distribution is varied based on its covariance matrix (described in detail in section 3.10.4) and
these “toy samples” are unfolded. An example is shown in figure 3.20. As a nice closure test,
one can see that the average of the toys for tests with MC data also agrees perfectly with the
truth distribution. Furthermore (for both data and MC), the standard deviation of the toy
distributions agrees well with the error as calculated by TSVDUnfold.

3.8.6 Choice of regularization parameter k

An exemplary plot of the k dependency of the model uncertainty (described in section 3.8.2) is
shown in figure 3.21. The full set of all 24 plots is shown on pages 136 to 139. For B, all plots
show a downwards trend of the average error 1—10 >~; model uncertainty(bin i), where the losses
are large for small k£ and quickly decrease for k£ > 5. In particular for x and 6p«, the distributions
become flat for £ > 5. Based on this observation, a value of k£ = 5 is chosen.

3.9 Efficiency Correction

So far, signal yields have been fitted and unfolded. To compare the kinematic distributions
directly with theoretical results, these yields have to be converted to (binned) differential cross
sections, taking into account the reconstruction efficiency.

We write AI'; for the integrated differential cross section corresponding to bin 4 in the kinematic
variable v (x, 0y, Op+, w) with edges v; < v < v;41, i.e.

vi+1 dI'
AT; = [ dv —. 3.9.1
/'Ui Y Qv ( )

Similarly, we also write ABR,; for the binned differential branching ratios. Branching ratios can
be converted into differential cross sections via Aty L,

AT; = hrz ' ABR;, (3.9.2)

where 75 is the mean life time of the B meson (7p+ = (1.638 & 0.004) ps and 750 = (1.520 £
0.004) ps [5]) and & = 6.58 x 10725 GeV - s is the reduced Planck constant. The event yields NV
are related to the branching fraction as

Nty =2n¢Nps g pogoABR;, (3.9.3)

where ny is the number of lepton flavors we are considering (i.e. ny = 2 for the lepton flavor
agnostic fit and ny = 1 for the separate fits) and the factor 2 is due to the conjugated decay
modes of B*/B~ and B/B (that is, because our results for B— D*{~ 7y are calculated as C'P
averages). The number of BX*BT and BB pairs, Ng:p+ and Ngopo, is related to the total
number of BB pairs, Ngp, using

N N
Npogo = —28- «— Npip = BB
P 1+ Fro T, (3.9.4)
o 9.
with fuo = BR(Y(4S)—B*B~) _ Npip-

BR(Y(4S)—B%B%  Npogo

The efficiency €reco€tag can be determined by comparing the MC yield with the yield expectation
as calculated with equation (3.9.3):

. -1
ruth —
€r€C06t3g|MC - Nst+l;t; Ut [2anB+B_/B()Boh 1TBAFZ C, (39.5)
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(b) Unfolding of toys based on real data

Figure 3.20: Unfolding of toy distributions and the influence of the regularization parameter k
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Figure 3.21: Model uncertainty for 2 < k < 10. The full set of figures for all 24 cases is given on
page 136 to 139.

Ndata

B 12 St+w Nsl\_/{_gv €recoftag
e+p  2367+53 23771 3.19x 1079
B e 1306 +£40  1280.4  3.44 x 107°
L 1066 =34  1096.7  2.95x 107°
e+pu  2013£50  2075.0  2.59 x 107°
B* e 1068 £37 11104  2.77x 107°
U 947 4 33 964.5  2.41 x 107°

Table 3.3: Signal yields in data and (truth) MC and the efficiency €reco€tag-

where Ntvrﬁth is the truth MC yield in bin ¢ of variable v (i.e. the number of events projected
into bin ¢ based on the truth value of v) and all parameters of the expression [---|ymc are
calculated using the same parameters that were used to generate/reweigh the MC data, ensuring
the model independence of €reco€tag (in particular, we do not need to use fio here). Efficiency
values obtained from the inclusive fit are shown in table 3.3. Figure 3.22 shows examples of the
kinematic dependencies of the efficiencies. The full set of plots is shown on page 144.

Once the efficiency has been calculated, the efficiency corrected unfolded event yields are given

by

. 3 7. - f'7 7‘
Nse:v(:/rr Y= [erecoetag]Mlc Nsu_‘rjwv Z’ (396)
which we convert to the binned differential decay width via
hT_l)
3.9.3 ; B
AT |meas. ( = ) Nseforr.,v,z : pdg s (397)
final  (3.9.2) W anN o R0B0
B+B~/BOBO| ..
where the parameters of - - - |pdg are the current world averages and - - - |, refers to the measured

values in real data. Combining equations (3.9.7), (3.9.6) and (3.9.5), the expression for our final
results is (where we canceled constants modeled precisely in MC):

NEpEvi Np+p-/popo [1+ f+o BB

— +w MC +0]pdg

Alifens: = Ciraeg - Allvie " — 3 ' ) T (398)
Ns+w BBldata [1+f+0]pdg B=B ,
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Figure 3.22: Efficiency €reco€tag per bin for electrons (red), muons (blue) and the combined fit
(black). The dashed line corresponds to the average efficiency (calculated with event yields as
weights). The full set of plots is shown on page 144.

With Npp = (772 +11) x 10%, Np.p-/popo

N 377.43 x 105 and the 2018 world average of

f+o = 1.058 £ 0.024 [5], the correction term in equation (3.9.8) is calculated to be

NB+B—/BOBO

NBB|data

MC {[1 + f+olpdg _
[+ frolpae B*BT

BYRBO

(3.9.9)

1.006 B°BY
0.951 B*BT¥.

As a closure test, the efficiency corrected unfolded reco MC results converted to binned differential
decay widths can be compared with the binned theory calculation of the differential decay width
as used for the MC reweighting. The unfolded reco MC distributions perfectly matched the
MC truth distributions (figure 3.19a), thus it is expected that both differential cross sections as
calculated above agree as well. This can be confirmed perfectly as shown in two examples in

figure 3.23.

3.10 Systematics

3.10.1 PDF shape uncertainty

Limited statistics in MC leads to an uncertainty on the fitted shape of the PDF for the m?

miss

distribution of signal+wrong and especially of background (due to the lower number of simulated
events). This uncertainty also depends on the choice of the smoothing parameter of the Gaussian
kernel estimation. Thus, the uncertainty induced in the fitted yields NSZ' w/b has to be evaluated.
For this, the same setup as for closure test 2 is used, only that real data is taken instead of one
of the MC streams (and all ten streams of MC are taken together to fit the PDFs).

The PDF shape uncertainty error is correlated between bins of different kinematic variables.
Using a common set of seeds for the bootstrapping of the toys for different kinematic variables,
the correlation of the error can be calculated via the sample correlation as described in 3.6.

However, in the original code, this method was abandoned due to technical difficulties.'® Instead,

1Due to technical reasons, the order in which the random number generator was invoked when reweighting
events for the bootstrapping of MC differed between kinematic variables.
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Figure 3.23: Closure test for the efficiency correction: Distribution of the differential decay width
calculated from unfolded, efficiency corrected reco MC in black and the theoretically assumed
distribution for the MC reweighting in red. Both distributions agree perfectly, thus only one

common distribution is visible.

the correlation between the PDF shape errors E;gf was calculated as

0

v, AN
Corr(Eyp, Epdr ) = 4 1

v=ui#7

v=vi=17 (3.10.1)

p(v,i;0' i) else,

where the overlap matrixz p was defined as

#(events in bin ¢ of v N events in bin ¢’ of v')

p(v,i;vi') =

\/#(events in bin i of U)\/#(events in bin ¢’ of v')

(3.10.2)

and was calculated with MC data. While a switch to the standard method using toys is intended
(and a clean solution for the technical difficulties is now available), the results presented in this
thesis are still calculated with the overlap matrix.

L ,
The covariance matrix Cov(E y;, Eyj; ) is calculated from EJj and the correlation matrix.

p

3.10.2 Uncertainties due to MC reweighting

As described in section 3.3.5, corrections to the MC dataset are applied in form of event weights.
There are several sources of corrections to be taken into account, such as branching fractions,
form factors and efficiencies, each of which depends on one or more parameters (which are often
further split up in bins of one or more variables, e.g. the neural network classifiers or detector

regions for the efficiencies).

The basic idea is to vary these parameters according to their uncertainties and to observe their
effect on the considered quantity, thereby determining the corresponding systematic uncertainty.
Care has to be taken if the systematic errors on the parameters are correlated as they can no
longer be independently varied. To that end, two different strategies are applied:

1. The straightforward strategy (“variation”) is to vary each parameter p; of by +o,, and
observe the effect. If the errors on the parameters are correlated (across bins), the
parameters are first transformed into eigenvectors p; of the correlation matrix, which can

then be varied independently by +op;.
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The error o5 on a quantity f(p1,...,D,) corresponding to a systematics source S is then
calculated as

n ~ ~ B ~ N ~ ~ ~ 2
og = Z(f(ph'")pl+0pi7"'7pn)2f(p1a"'7pl Upi7"'7pn)) ) (3103)

i=1

2. If the transformation into the eigenspace proves impractical, because the errors on a
parameter p are split across many bins of several variables (which makes the inversion of
the correlation matrix numerically unstable), a different strategy (“toys”) is employed: The
errors on the weights w; for events in bin 7 are split up!'” in an uncorrelated part Awcorr
and a fully correlated part Aw§°™. For each toy, one random number x; is picked from a

Gaussian distribution Gauss(0, 1), which is shared across all events. In addition, another

random number k1 (toy, event) is picked from a Gaussian distribution Gauss(0,1) for each

event. The weight is now calculated as
w;(toy, event) = w; + K1(toy) Aw;" ™ + ka(toy, event) Aw;*™ . (3.10.4)

The error og on a quantity f corresponding to the systematics source S is then calculated

as
1 Ntioy . 9 B 1 Nioy
o5 =x— | > (F=fliwy)) with F=-— " Fliwy), (3.10.5)
toy itoyzl toy itoy

where f(itoy) is the result of f for a specific toy.

A list of systematic sources and their methods is shown in table 3.4.

Uncertainties due to MC reweighting have to be considered at two points of the unfolding:

1. before the unfolding (to build the pre-unfolding covariance matrix, see section 3.10.3): Here
their effect on the PDF shape has to be taken into consideration (but since the PDFs are
normalized, the effect of the parameters on the overall efficiency is irrelevant).

2. after the unfolding (to build the post-unfolding covariance matrix, see section 3.10.4): Here
their effect on the efficiencies is considered. This is described in more detail in section
3.10.5.

In both cases, the corresponding errors are considered to be fully correlated across all bins of all
variables.®

3.10.3 Pre-unfolding covariance matrix

The 40 x 40 covariance matrix of the fit results from section 3.4 is calculated separately for B+
and BY as well as for = e, { = pand £ = e + p.

Three types of uncertainties have to be incorporated:

17T split up the errors on w; into the uncorrelated and fully correlated part, consider the dependency of w; on
input measurements. Whenever the same measurement is used for the calculation of w; and wj, the corresponding
error is fully correlated. On the other hand, a measurement that only is used for the calculation of one Aw;, will
contribute to the uncorrelated part of the error.

8 This is a consequence of the systematics being parametrized by single parameters across all bins of all kinematic
variables: Consider the variation of a parameter p by o, around the nominal value po and dependent functions f;(p)
(where 17 is for example an enumeration of the different bins and binning variables). For variations Ap in the range
of sufficiently small uncertainties o, of the parameter p, the change in f;, fi(po + Ap) — fi(po) can be approximated

as Apf{(po). Thus Cov(fi, f;) = o7 f{(po)f}(po) and Corr(f;, f;) = Cov(fi, f;)/\/Cov(fi, fi) Cov(f;, f;) = 1.
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Name What Method
Ddecay BR(D—Kn(m)(m)) variation
Dsdecay BR(D*— D) variation
BtoDsslnu  BR(B—D**{"iy) variation
BtoDlnu BR(B—D{~ ;) variation
DsFF B—D*(~ 1, form factors variation
DssFF B—D**{~ 1, form factors variation
slowPi Tslow Efficiency variation
lepEff el e PID toys
lepEff mu w PID toys
lepFake Lepton fake rates toys
KPiEff K PID toys
tagEff Tagging calibration toys

93

Table 3.4: Systematics of the MC reweighting.

e Statistical errors on the fit results calculated together with the nominal fit results. The
corresponding covariance matrix was calculated in section 3.6.

e The PDF shape uncertainty was calculated together with its covariance matrix in section
3.10.1.

e Other systematics as calculated by observing the effect of MC reweighting variations (as
described in section 3.10.2) on the fitted signal yields, assuming full correlation, i.e.

Cov(E" (3.10.6)

rewelgh’ Efe\ielgh Z Egl ) Eg' ! )
S

with ES calculated as in equation (3.10.3) or (3.10.5) and S running through the different

systematic sources of table 3.4

The total pre-unfolding covariance matrix is then given as the sum of the three individual
covariance matrices:
Cov(E"" BV ) =

pre-unfold’ “~pre-unfold (3.10.7)

Ev i )

rewelgh » “reweigh

COV( statv Estat) + COV(Epdf7 Epdf ) + COV(

3.10.4 Post-unfolding covariance matrix

The errors and correlations between the yields per bin of the different variables need to be
propagated through the unfolding process. This is done using toy experiments.

As before, Bt and B° samples as well as £ = e, { = p and ¢ = e + p are treated separately. The
nominal yields of all variables are considered as one vector (of dimension 40) together with the
40 x 40 covariance matrix. This yield vector is rotated into the eigenspace of the covariance
matrix and a random variation is applied, i.e. a random number from a Gaussian distribution
around zero with variance given by the corresponding eigenvalue of the covariance matrix is
added. Rotating back into the previous system then gives us one toy distribution, the different
dimensions corresponding to the yields Nsufi,v “(4) of variable v in bin i, where j denotes the
number of the toy distribution.
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The covariance matrix (and thereby errors and correlations) is then calculated from N = 1000
toy samples N;vaf;v’z( j) with the maximum likelihood estimator

N
nf. nf. 1 nf. . ——=unf.,v,i nf. . ——unf. v’ i/
COV(]Vsu+WUZ Nqurwv i ) - N Z(N;l+wvl(]) - Ns+w )(NqurWU i (.7) - Ns+w )7
=1
’ (3.10.8)
) (’) ’ ’
with No z N ),

Because the migration is strongest for neighboring bins and the unfolding procedure reverts this
process, the correlation matrix between different bins of the same variable as calculated from
this covariance matrix will show non-negligible correlations particularly in the close-to-diagonal
entries. This is in contrast to the pre-unfolding correlation matrix (section 3.10.3), where the
off-diagonal correlations of statistical errors were assumed to vanish and (with the exception of
the PDF shape uncertainty), all other systematics were assumed to be maximally correlated,
thus resulting in approximately constant off-diagonal elements.

3.10.5 Uncertainties on the efficiency

As described in section 3.9, the efficiency correction is applied as Ny " - [€reco€tag) i N;lf&’v’l,

where the MC based value erecoetag‘MC serves as an estimate for the real experimental reconstruc-
1 £,
defined by N vt — [erecoetag}real NUEvd g

tion efficiency erecoetag‘ Shw Shw

real’

real,v,i Erecoetag’real €.COIT.,V,%
Nrealvi . Crecottagireal | pe.cormvid (3.10.9)
6recoetagh\/[(j

where we assume €reco€tag|,on
reconstruction efficiency, i.e.

= €recotag e £ A €recotaglyo With A €reco€tag|yye the error on the

A €recoftag | MC )

NI = Negm (14 (3.10.10)

€reco€tag | MC

Thus the relative error induced on our estimate Nféél is exactly the relative error on the efficiency

erecoetag|MC. This error is calculated in the next three subsections.

3.10.5.1  MC reweighting

truth,v,i
Ns+w

projected in bin i of v based on MC truth information), the relative error on erecoetag|MC
corresponding to the uncertainty on the parameters used for the MC reweighting (as introduced
in 3.10.2) is the same as that on Ntmth” ¢

As erecoemg‘MC is proportional to the yield (number of total signal+wrong events

In principle, the estimation of the relative errors on N, is the same as described in section
3.10.2, however a few differences have to be noted:

e The errors corresponding to the sources BR(D— K (m)(w)), BR(D*— D7), K PID and
tagging calibration are assumed to be flat in bins of the kinematic variable. Thus, in order

to suppress the effect of statistical fluctuations, the relative error is calculated based on
the total yields 3, NTUhv,

e The errors for sources of systematic errors that are treated using the “variation” strategy
(see section 3.10.2) are calculated as

n

~ ~ ~ ~ ~ \2
o+s = Z(f(plavpn) _f(pla”'vpiio-ﬁw"')pn) )

i

(3.10.11)

s = max{a+5, 0—5}7
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where p; are the varied parameters. The values for o1g are expected to be very close. This
can be confirmed.

The covariance matrix is calculated under the assumption of full correlation between all bins and
variables.

In comparison with the results from [61, 129], several mistakes have been corrected:

e The errors for BR(D— K (m)(7)), BR(D*— D7), msjow efficiency, e PID , p PID, lepton
fake rates and K PID had been mistakenly divided by 3 (however all of these errors are
small, thus after taking the squared sum, this makes virtually no difference).

e The error for the 7y, efficiency had been mistakenly calculated using the root mean
square, even though the errors are estimated using the “variation” strategy (section 3.10.2).
Correction of this resulted in a tenfold increased error (although the effect on the final
error budget is small as well).

The original scripts to calculate the errors were rewritten from scratch and integrated with the
main analysis framework.

3.10.5.2 Charged track efficiency uncertainty

The uncertainty on the charged track reconstruction efficiency is 0.35% per charged track. This
number needs to be scaled up by the average number of charged tracks per event. Since the
track reconstruction efficiency depends on the true value of the kinematic variable (rather than
the reconstructed one), this number is calculated by considering the truth MC event subsample
belonging in the bin under consideration and (for B mesons and ¢ = e + ) ranges between 4.2
and 4.7. This number has not yet been recalculated by the author, nor have different numbers
been calculated for £ = e, p,e/p or B and B*. Differences between the lepton flavors are
expected to be small, but a more careful study is necessary for the B* case.

Full correlation accross bins and variables is assumed.

3.10.5.3 7Y reconstruction efficiency uncertainty

70 reconstruction efficiency uncertainty: The ¥ reconstruction efficiency is 2%. This number is

scaled up by the average number of 7¥ in each event, similar to the calculation of the charged
track efficiency uncertainty. This number is found to range from 0.3 to 0.5 (for B mesons and
¢ = e+ p). It has not yet been recalculated by the author, nor have different numbers been
calculated for £ = e, ju,e/p or B® and B* (but differences between the lepton flavors are expected
to be small).

Full correlation accross bins and variables is assumed.

3.10.5.4 Uncertainties on the number of B mesons

The number of charged or neutral B meson pairs recorded by Belle, N o g0 /BtpT 18 calculated
from the number of recorded B meson pairs (of any charge), Nz and the world average for figo
as described in section 3.10.5. This leads to a flat error with full correlation across all bins and
all variables.

19Previous issues with vanishing errors for BR(D* — D7) with negative variations have been resolved.
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Figure 3.24: Comparison of relative errors per bin. Note that the errors will be added squared,
thus the relative impact of large errors is (even) bigger than this figure suggests. The full set of
plots is shown on pages 145 to 148.

3.10.6 Final covariance matrix

The final covariance matrix is the sum of the individual covariance matrices as follows:

e Post-unfolding covariance matrix as calculated in section 3.10.4: Statistical errors of
the unbinned likelihood fit to m?2,, and systematics affecting the PDF shape that were

propagated through the unfolding algorithm.

e Model uncertainty covariance matrix: Built from the model error (error introduced by
unfolding data using a erroneous migration matrix as discussed in section 3.8.2), assuming
full correlation across bins and variables. Previously, the model uncertainty was calculated
with both CLN and BGL parametrization of the form factors and both errors were added
quadratically. The results presented here currently only estimate the errors with CLN
parametrization. However, due to the small size of the error, this makes virtually no
difference for the total errors.

e Efficiency correction uncertainty covariance matrix: The covariance matrix is built from
the errors as discussed in section 3.10.5, assuming full correlation across bins and variables.

e Covariance matrix corresponding to the uncertainty on the number of charged or neutral
B meson pairs recorded by Belle as described in section 3.10.5.4.

All of the individual covariance matrices are calculated based on relative errors and scaled up to
the final results using the measured central values. In the course of this, the results in [129] and

[61] erroneously included differing powers of a correction factor of 0.980. This has been fixed.

The corresponding scripts have been rewritten from scratch and integrated with the main code
base.

Two examples of the composition of the relative errors per bin are shown in figure 3.24. The
influence of each error source, averaged over all bins and kinematic variables is also summarized in
table 3.5. The total errors per bin are found to be of order 10%. For neutral (charged) B mesons,
the combined lepton result has an average uncertainty of 7% (9%) per bin and around 8% (11%)
for the lepton flavor specific results. This difference comes mainly from the larger statistical
errors (part of the “unfolded errors”), while the effect of the tagging efficiency uncertainty is
reduced (all other errors are approximately the same). The overall error on B¥ is higher due to
the higher unfolded errors.
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B° B*

Variable e “ e+ u e " e+ u

Unfolded errors 6.87% 7.25% 4.99% 9.15% 9.01% 6.43%
Tag eff. 1.95% 1.87% 3.09% 2.40% 2.40% 2.94%
Charged tracks efficiency 1.58% 1.58% 1.58% 1.58% 1.58% 1.58%
Nus 1.42% 1.42% 1.42% 1.42% 1.42% 1.42%
Tslow 1.39% 1.43% 1.40% 2.10% 2.08% 2.09%
BR(D —s Kn(r)(n) 1.18% 1.19% 1.18% 1.41% 1.40% 1.41%
f+o 1.17% 1.17% 1.17% 1.10% 1.10% 1.10%
e PID 1.38% < 0.01% 1.09% 1.35% < 0.01% 1.06%
K PID 0.78% 0.77% 1.02% 0.64% 0.68% 0.80%
w PID < 0.01% 1.52% 1.01% < 0.01% 1.56% 1.05%
BR(D* — D) 0.64% 0.64% 0.64% 4.31% 4.31% 4.31%
70 efficiency 0.55% 0.55% 0.55% 0.55% 0.55% 0.55%
B — D*{p, form factors 0.43% 0.43% 0.43% 0.47% 0.41% 0.42%
Model error 0.42% 0.37% 0.34% 0.52% 0.36% 0.38%
Fake leptons < 0.01% < 0.01% < 0.01% < 0.01% < 0.01% < 0.01%
BR(B — D**1y) < 0.01% < 0.01% < 0.01% < 0.01% < 0.01% < 0.01%
BR(B — D/luy) < 0.01% < 0.01% < 0.01% < 0.01% < 0.01% < 0.01%
B — D**{p; form factors < 0.01% < 0.01% < 0.01% < 0.01% < 0.01% < 0.01%
Total error 8.05% 8.40% 7.00% 11.20% 11.10% 9.26%

Table 3.5: Average error per error source for the efficiency corrected unfolded decay rates. Sorted
by the errors for B and £ = e + p.

Note that the BR(D**— D7) error relevant for B is not up to date: it still corresponds to a
reweighting of the Belle I MC using the 2014 PDG averages [142], where BR(D**— D%70) was
reported as (61.9 +£2.9)% (i.e. a 4.7% error, consistent with the 4.31% error shown above). This
measurement has since been updated to (64.7 +0.9)% (2018 average [5]), which is expected to
result in a similar error compared to B® mesons.

3.11 Results

The final results together with their errors are summarized in table 3.6 and visualized together
with the MC distributions in figure 3.25. A comparison with the previous results from [61, 129]
is shown in figure 3.26. While several changes were introduced in the calculation of the errors,
the total error remains largely unchanged.

The correlation matrices can be found on page 149 to 154. The average non-diagonal correlation
matrix element is around 40% (44%) for lepton flavor specific fits of neutral (charged) B mesons
and 57% (58%) for the lepton flavor agnostic fit.
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Av, 107" GeV]
B° B*

v Bin e n e+ u e W e+ pu
w 0 z.zx £ 0.16 z.xx £ 0.15 z.xx £0.12 z.xx £0.15 z.xx £0.14 z.xx £0.12
1 z.xx +0.19 z.xx + 0.19 z.xr + 0.16 z.xr £ 0.20 z.xx +0.19 r.xxr +0.17
2 r.xx +0.18 z.xx + 0.18 z.xr + 0.16 r.xr + 0.21 r.xx +0.22 z.xx + 0.20
3 z.xx £ 0.18 z.xx £0.18 z.xx £ 0.16 z.xx £ 0.22 z.xx £ 0.23 z.xx +0.20
4 z.xx + 0.18 z.xx + 0.18 z.xr + 0.16 r.xr £ 0.22 rz.xx +0.21 z.xx +0.19
5 r.xx +0.17 z.xx + 0.16 z.xr + 0.15 r.xr + 0.21 r.xx +0.20 r.xx +0.18
6 z.xx +0.16 z.xx £ 0.15 z.xx £0.14 z.xx £ 0.20 z.xx £ 0.19 z.xx £0.17
7 z.xx +0.15 r.xr + 0.14 z.xr +0.13 z.xr £ 0.18 z.xx +0.18 z.xx +0.16
8 z.xx £0.14 z.zx £ 0.15 z.xx £0.13 z.xx £0.17 z.xzx £ 0.19 z.xzx £ 0.15
9 z.xx +0.15 r.xx +0.17 rz.xr +0.13 z.xr £ 0.18 z.xx +0.20 z.xx £ 0.15
X 0 z.xx + 0.20 z.xx + 0.19 z.xr +0.15 r.xr £ 0.25 z.xx +0.26 z.xx +0.20
1 r.xx +0.18 r.xx + 0.17 z.xx + 0.15 r.xr £ 0.23 z.xzx £ 0.22 z.zx £0.19
2 z.xx +0.19 z.xx £0.18 z.xx £ 0.16 z.xx £ 0.25 z.xx £ 0.23 z.xxr £ 0.21
3 z.xx + 0.18 r.xr +0.17 z.xr + 0.15 r.xr £ 0.23 r.xx +0.24 z.xx +0.20
4 z.zx £ 0.15 z.xx £0.14 z.xx £0.13 z.xx £0.19 z.xx +0.21 z.xx £0.17
5 z.xx +0.15 z.xr +0.14 r.xr +0.13 z.xr £ 0.19 z.xx = 0.20 z.xx +0.16
6 z.xx +0.16 r.xx +0.17 z.xr +0.14 r.xr £ 0.22 r.xx +0.23 r.xx +0.19
7 z.xx £0.17 z.xx £0.18 z.xx £ 0.15 z.xx £0.24 z.xzx £ 0.23 z.zx £ 0.20
8 r.xxr +0.17 r.xx +0.17 z.xr +0.15 r.xr £ 0.24 z.xx +0.22 z.xx +0.19
9 r.xx + 0.20 r.xx + 0.18 z.xr + 0.16 z.xr £ 0.26 r.xx + 0.26 z.xx + 0.20
cos O px 0 r.xx £ 0.24 xr.xx £ 0.25 x.xx £ 0.21 x.xx £+ 0.32 z.xx £ 0.36 r.xx £ 0.28
1 z.xx +0.16 r.xx +0.17 z.xx £ 0.15 r.xr +0.21 z.xx +0.24 z.xx +0.19
2 r.xx +0.14 z.xx + 0.15 z.xr +0.13 z.xx £ 0.20 r.xx +0.21 r.xx +0.17
3 z.xzx £0.13 z.xx £0.14 z.xx £0.11 z.xx £0.18 z.xzx £ 0.19 z.zx £ 0.15
4 z.xxr +0.13 z.xxr +0.13 z.xr +0.11 r.xr £0.17 z.xxr +0.17 rz.xxr +0.14
5 r.xx +0.14 r.xx + 0.13 r.xr +0.11 z.xr £ 0.16 r.xx +0.17 r.xx +0.13
6 z.xzx £ 0.15 z.xx £0.14 z.xx £0.12 z.xx £0.18 z.xzx £ 0.18 z.xx £0.14
7 z.xx +0.16 z.xx + 0.15 r.xr +0.13 r.xr +0.21 z.xx + 0.20 rz.xx +0.17
8 z.zx £ 0.20 z.xx + 0.18 r.xr +0.17 r.xr £ 0.25 r.xx +0.24 r.xx +0.21
9 z.xx £ 0.31 z.xx £ 0.28 z.xx £0.24 z.xx £ 0.37 z.xx £ 0.33 z.xx +0.29
cos By 0 z.xzx £ 0.09 xr.xx £0.11 x.xx £+ 0.08 x.xx £ 0.09 z.xx £0.12 z.xzx £ 0.08
1 r.xxr +0.11 r.xr + 0.13 z.xx + 0.10 r.xr £ 0.12 r.xx = 0.15 r.xxr +0.11
2 z.xx £0.13 z.xx £0.14 z.xx £0.11 z.xx £0.15 z.xx £0.17 z.xx £0.14
3 z.xx +0.15 z.xx + 0.16 z.xr +0.13 z.xr £ 0.19 z.xx +0.19 z.xx +0.16
4 z.xx +0.16 r.xx + 0.17 z.xr + 0.15 r.xr + 0.21 r.xx +0.21 r.xx +0.18
5 z.xx £ 0.18 z.xx £0.18 z.xx £0.16 z.xx £ 0.22 z.xx £ 0.22 z.xx +0.20
6 z.xx +0.18 r.xx + 0.18 z.xr + 0.16 r.xr £ 0.23 r.xx +0.24 rz.xx +0.21
7 z.zx £0.19 z.xx £0.18 z.xx £0.17 z.xx £0.23 z.xx £0.24 z.xzx £ 0.21
8 z.xx +0.20 z.xx £ 0.18 z.xx £0.18 r.xr £ 0.24 z.xx +0.23 z.xxr +0.21
9 r.xx +0.24 r.xx + 0.22 z.xx £ 0.20 r.xx £ 0.27 z.xx + 0.26 r.xx +0.23

Table 3.6: ]
Unfolded kinematic distributions [CENSORED].
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Figure 3.25: Final results for the differential cross sections. The dashed line represents the MC
data.
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Figure 3.26: Comparison of the results as calculated by the author (“new”, black data points) with
the results from [61, 129] (“old”, red dashed line and shaded rectangles). The MC distribution is
shown as green dashed line.

3.12 Summary

An update on the hadronically tagged analysis of B—D*{~ 7, using data from Belle I was given.
Unfolded differential decay rates in four kinematic variables were presented separately for £ = e
and ¢ = p in the final state. The consistency, usability, and documentation of the code base were
improved, some bugs were corrected and several parts have been rewritten from scratch. While
some small details still need investigation, the analysis will be complete with the final V;, and
form factor fit.




Appendix A

Full Expression For the Differential Cross
Section

The full angular dependency of the differential cross section of B—D*(—Dm)l™ 1 is given in
[116, p. 5] as follows:

d‘r 9
= ——Np | cos®p- (V¥ + V3 cos 20, + V3 cos 0
dg?dcos6;dcosOp«dx 327 F<COS D ( 1 T+ Vo cos20, + V3 cos g)

+ sin? 0 p- (VlT + Vol cos 20, + Vi cos Hg) (A.0.1)

+ Vi sin? Op« sin? 0 cos 2x + VT sin 20 p+ sin 26, cos x

+ VT sin 260 -« sin By cos x + V5T sin? @~ sin? 0, sin 2x
o7 _: . . oT - : .
+ V3" sin20p= sinfysin x + V'~ sin20p+ sin 20, sin y |.

Thus, the following six functions in 6, appear:
1, cos By, cos 20y, sin Oy, sin 20,, sin® 6, (A.0.2)

Note however, that these functions are not linearly independent, because cos26; = cos® 6, —
sin? @, = 1 — 2sin §,. Thus, the above dissection is inconvenient for our needs'. To remedy this,
we expand cos 26y in the above expression and get
dir
x
dq? dcos ) dcos Op+ dy
o cos? Op« (V2 + V3 cos 20, 4 - - - ) +sin? Op« (Vi + V3 cos20p + ) +--- =
= cos? Op« (V2 +V3) — 2V sin? Oy + - - - ) +sin? Op= (Vi + V5') — 2V sin? ) + - -

(A.0.3)

Thus, it makes sense to consider the combination V¥ + Vi) (ViI + V4l') and —2V3 (—2Vy') as new
variables. To distinguish the two different conventions, we write:
We =V Vg, W=l vy
W3 = —2V3), Wy = -2V, (A.04)
W, :=V, VYa#{10,20,17,27T'}.
Furthermore, note that chapter 2 considered the cross section
a‘r
dq2df;dfp- dx’
'Each of the V, terms is still linearly independent if all three angles are considered together, so the dissection

does make sense as far as the analysis in [116] is concerned. However, after integrations over x and 0p+ linear
dependences can appear.

(A.0.5)
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which accounts for a uniform factor of sin(6,) sin(6p+) in the angle dependencies compared to
equation (A.0.2). With this, we arrive at the result of >~ , W, B, of chapter 2.

A.1  Dependency on NP Coupling Constants

In [116], the expressions for the V, are split up in terms of hadronic helicity amplitudes Ay, A;,
Ap, Aor, A+r, and A4, which depend on the coupling constants g4, gv, gs, gp and Ty,. Trying
to make the dependency on the coupling constants of the W, more apparent, we first split up
the hadronic helicity amplitudes in terms of the coupling constants:
A A \%4

Ao =(1—g)ASY,  Ar=(1-g)AY F (gv + DAY,

A

A= (1= ga) A,
AP =gpr A(P)v
T T
Aor =T AR, Aur =T AD).

(A.1.1)

Substituting this into the expressions given for the V, or W,, we split them up as W, =

}il Wéi)ci, where the 13 ¢; are real/imaginary parts/absolute values of bilinears in the coupling

constants (as showed in table 2.11). The expressions for the Wéi) are given in table A.1.

A.2 Dependency on g

The factor Ng is given by:

G2 ‘pD*Hvb|2q2 m2 2
Np=—L£ . 1-—L) Br(D* =D A21
P = g (1 ) Br(D" = D), (A21)
where we relate |pp+| to ¢ via [59, p. 7]:
1 4 4 4 2,2 2 2 2 2
|pp+| = 2mb\/mB+mD* + ¢t = 2(mpmy. + mh.q? + mpa?) (A.2.2)

The hadronic helicity amplitudes are given in terms of B— D* form factors as follows:

mp+ +mp) AD+
0 2V ¢*mp+ ( Mo ) " (mpe +mp)? 7

A(iA) = (mp+ + mp)Aj,

A+
A(iV) _ D :
mp+ +mp
v/ Ap*
AgA) = D A07
V& (A.2.3)
(P) _ _VAD
P my + me 05
A 1 <3m2 2 q2>T2 _ $T3
0T = 9 D B mQB — m%* )

)\D* m2 — m2 *
AD =4 |22 4 B ” D,
£ ¢ o

where [118, p. 4]

Aor = ((ms —mp)? = @) (ms +mp)? - ¢2) 27 (2mplpp]) (A.2.4)
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These form factor expressions are related to the form factor convention commonly used in Heavy
Quark Effective Field Theory (HQET) [118, p. 19]:

mp+ +mp
V=—"——="nh A25
2 /MBMp~ Vv ( a)
1 mp+ +mp)? — ¢ —m%. + m% + ¢
Ay = (mp B) thl_ D B th2+
2\/mBmD* QmD* 2mB
—sz* —|—sz —q2h )
B 2m p= Az |
D (A.2.5Db)
s (mp +mp)? —¢* Iy
! 2\/mBmD*(mD* —I—mB) v
mp+ +mp [ Mp=
Ay = h h
: 2m(m3 A A3>’
T th(mD* —i—mB) — th(mB — mD*)
! 2./ Mmpmp- ’
1 mp+ +mpg)? — ¢ mp —mp-)* — ¢
Ty = (mp 5 —4 hr, — (ms D) —4 hr, |, (A.2.5¢)
2./ mpmp~ mp+ +mp mp — Mpx
1 2(m% —m3).)
3 NG <(mB mp+)h, — (mp~ +mp)hr, e s

Using HQET relations, all & terms are then expressed in terms of a single function, ha, [118,
pp. 20-21]:

1 (mb_mc)2
hr, = 1 —rp« 1A
T 2(—2wrp« + 4. +1) <mB - (1 —7rp<)(w+ 1)ha,+
mp + M 2
- ————(rp+ +1)"(w - 1)hy |,
1 ha, (my —m hy (my, +m
hr, = 5 (w+1)(1_,~%*)< Ay (M ) hv(me c)>’
1 mp — Me
ity = = 2 Drp+h
BT 2(rpe + D)(<2wrpe + 7. +1) <mB—mD* (w+Drp-ha,+
mp—m
_ m(—mm* Frd. + 1)(hA3 ~rpehag)+
mp + Mme 2
——————(rp~+1)"hy |,
mpx +mB( p ) V)
hv = ika,, (A.2.6b)
Ry— R
ha, 2 ShAl,
" (A.2.6¢)

1
hAg - §(R2 + R?))hAla

where rp« = mp+/mp ([118, p. 20], do not confuse with Rp+ = 2\/mpmp~/(mp+mp-) e.g. used
by [59, p. 10]) and the ¢ dependency is expressed in terms of the product of the four-momenta
of the B and D*, i.e.

2 2 2
m mps —
wW = VBUpD* = BQ—:;’LBT?LD 4 . (A27)
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Figure A.1: Plots of the form factors using the CLN parametrization. The bands correspond to
the pointwise error from the uncertainty on all parameters as calculated in section A.4.

Finally, using the parametrization introduced by Caprini, Lellouch and Neubert (CLN parametriza-
tion, [60]):
hay = hay (1)(=2(231p}. — 91) + 22(53p}. — 15) — 82ph. + 1),
Ry = Ry(1) +0.05(w — 1)* — 0.12(w — 1),
Ry = Ro(1) — 0.06(w — 1)% + 0.11(w — 1),
Rs = R3(1) + 0.026(w — 1)? — 0.052(w — 1),

(A.2.8)

where the values of w have been conformally mapped on the open unit disc via [60, p. 7]

Vurl-y
z(w) = NS, (A.2.9)

All parameters are discussed in section A.4. Finally, plots of the now fully specified form factors
V', Ap,1,2 and T7 23 are shown in figure A.1.

A.3 Comparison with other results

In the following, we compare this parametrization with the results for B—D*I~; from [59].
Without considering the D* decay, the y angle dependency is trivial and the angle 0p« is not
defined. Thus, we consider the cross section

A°T(B—D*(" i) 1 /% d /ﬂ P AT (B—D*(—Dn)l~ )
dg? dcos 0, - Br(D* — Dr) Jo X 0 D" in 0, dqg?df; dfp- dx N
9 Ng S L
-2 _F n1aY dx [ dbp- B, A3.1
32Br(D*—>Dw)ZZCW‘l sinHE/o X/o b (A4.3.1)

a =1

First note that only BY, BY, B and B, BI', BI survive the y integration. Furthermore, following
[59], we assume T, = 0 and g4 = —gy := g, i.e. only ¢; = co = ¢5 = |1—g|? and cg = Re((1—g)g}p)
are non-zero. Without further loss of generality we can therefore assume that g and gp are both
real. Thus, only 10 of the 41 Wi coefficients in table A.1 are relevant: I/Vl0 (1), I/Vl0 (6), W20 M

Wi WO @ @ T @ g wl® . With this, we get:

)

+ C1W1T(1) + C2W1T(2))+

2T(B—D*("1y) 9 Np 8 [ . W) w20
_ e
2 2

dg? dcos b, T 32Br(D* — D7) 3 T
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o Wy () ()
+ sin Hg<cl 5 +caWy 7 + W, )—l— (A.3.2)

o) 70)
+ cos 95(01 3 4 eg—— + C5Wg(5)> .

2 2
Using the definition of Ng in (A.2.1), the factor in front becomes

G2 Ipp- Ve 242 2. 9
_ Grlpo-[Varl"a (1—ﬁ) , (A.3.3)
256m3m% q?

A:

matching the normalization factor of [59]. Comparing equations (A.2.3) with the form factor
definitions of [59], we see that

3
APV = Hoo, AV = Hy, AR = TTﬁnHOt, AL 7 AL = Ha. (A-34)

Plugging this in (A.3.2), we get

d’r m} 4my
———— = Al 2c1—L(H} + H? T g2 9¢+ (H?2 2
dg? dcos 0, l( ‘1 q2( ot T 00)+66mb+mc o t2ci(Hy  +H”_) |+
m} m?
+ sin” 6y (201 (1- qu)HSo —a(1- @ JHE+ H2) |+ (A.3.5)

2
m 4my
+ cos 95(—4@?2?1{00}1% — o HonHor + 2¢s (H?, — HQ))] .
C

Grouping by terms with and without the additional factor of m?/q? (which turns out to be
equivalent to sorting by the lepton polarization):

d2r ) - . B 2
IZdoosts =A(1-g) [((1 —cosBp)“Hy | + (14 cosbp)“H”_ + 2sin 0£H00>+
+m712 sin? 0y (H3, + H?_) + 2cos® 0,Hg, + 2H§t(1 L 9P 2¢° )+
! 1 —gmy(mp +me)
2
gp q
— 4Hgo H 6,11 . A.3.6
00410t COS é( +19ml(mb+mc))> ( )
Integrating over cos fy, we furthermore obtain:
ar 8 o ) ) 2
a2 ~ 3419 [(HH +H? 4 Hi)(1+ 2—q2)+
2 9 (A.3.7)
3 2
+ 3 (14 g,
2q 1 — gmy(my + me)

This agrees with [59] up to a difference in the choice of definition for the coupling constants (as
can be seen from their differing definition of the Lagrangian).

Another difference between [59] and our implementation following [116] is the implementation of
the Ap form factor, which is in direct proportionality to the amplitude Hy;. The paper [59] uses

Ag = PBETD b w)ha, (w), (A.3.8)

2./mpmpx

with Ry derived “using the results of [60]” as
Ro(w) = Ro(1) — 0.11(w — 1) + 0.01(w — 1), (A.3.9)
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Figure A.2: Two different parametrizations of the form factor Ag in [59] (black) vs [116, 118]
(red)

where Ryp(1) = 1.14. A 10% error is assumed on Ry(1). In contrast, using the form factor
parametrization of [118] given in equation (A.2.5b), we arrive at:

mp + mps 1 Ry—Rs, _; Rs + Rj
Ag = 1 - . — — ——(—rp~ , A.3.10
"= 2 Jmamp: 1+ 10 << Fuw) =y e ) = e “”)) (4.3.10)

a cubic expression in w. Both parametrizations are shown together in figure A.2. The differences
are small for small ¢?, then grow larger for higher ¢2, probably due to the effect of the cubic
term in the implementation following [118]. The effect of this discrepancy on the value of R(D*)
is however small and the large error assumed in the implementation of [59] is enough to account
for it.

A.4 Parameters and Errors

The constants for the CLN parametrization are taken from the 2016 results of the Heavy Flavor
Averaging Group (HFLAV, [152, p. 138]):

p? = 1.205 + 0.026,
Ri(1) = 1.404 + 0.032, (A.4.1)
Ro(1) = 0.854 + 0.020.

The form factor ratio R3 cannot be extracted from B—sD*{~ 1, studies, as it corresponds to
the helicity suppressed part of the amplitude. We use R3(1) ~ 1.19 — 0.267(1) — 1.20x2(1) from
[53, p. 10], where 1 and X2 are subleading Isgur-Wise functions. The same paper gives fit results
for (1) and X2(1) under various assumptions. Here, we have used the fit result using lattice
calculations of F(1), fy0(1) and fi g(w > 1) as well as QCD sum rules, unitarity constraints
and data from the Belle experiment, leading to n(1) = 0.30 £ 0.03 and X2(1) = —0.06 £+ 0.02.
It should be noted that fits without the QCD sum rules lead to very different results for x2(1).
This results in

Rs(1) = 1.184 + 0.121. (A.4.2)

As noted in [53], the form factor parameters cannot be seen as completely independent. Thus
our method to treat their uncertainties as independent sources of error (as previously assumed
e.g. in [59]) is only a simplified (and flawed) approach.
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For the form factor normalization h4, (1), we take the result from the Fermilab Lattice and MILC
collaborations [153, p. 29] (also quoted as average by [154, p. 163] in 2016):

ha, (1) = 0.906 £ 0.004g¢a¢ £ 0.012y5¢ = 0.906 + 0.013. (A.4.3)

For the calculation of the differential cross section, the following additional constants from PDG
2018 [5] have been used:

mp+~ = (2.00685 £ 0.00005) GeV,

my, = 4.1875:003 GeV,

A44
me = 1.2757009%° GeV, (A-44)

m; = (1.77686 + 0.00012) GeV,
Br(D* — Dm) = (64.7 £ 0.9)%, (A.4.5)

G
ﬁ = (1.1663787 + 0.0000005) x 10~° GeV 2. (A.4.6)
The mass of the B meson was taken as average of the masses of the B? and the B*:
5.227963 £ 0.00015 5.27932 + 0.00014

mp = ( )+ ) GeV = (5.27948 £ 0.00015) GeV  (A.4.7)

2

to which the difference (mpgo — mp+)/2 was added as additional error, resulting in a total error
of 0.00031 GeV. The value of |V,| has been taken to be (39.05 £ 0.47¢yp £ 0.58¢1,) x 1073 from
[152, p. 139].

Errors on a function f of parameters p; (1 <i < N) with nominal value p{ and lower (upper)
absolute error p;” (p;r) have been calculated using the root of the sum of squares as follows:

N
P \l i=1 max((f(p(f,---vp‘}\;)—f(pﬁ’,---vp?-ﬁ-pﬁp?v))Q ' (A-48)

The errors on the differential cross sections dI'/ dv are shown in figure 2.1. The results for the
integrated cross sections and R(D*) are:

[(B—D*(—=Dr)7 ;) = (3.42 +£0.18 ) x 1071° GeV,
I'(B—D*(=Dm)u" i, = (1.003 £ 0.052) x 10~ GeV,

I'(B—D*(—Dr)e™7.) = (1.005 + 0.052) x 10~ GeV, (A49)
R(D*)],, = 0.2536 + 0.0020, o
R(D*)|. = 0.2528 4 0.0020,
R(D*)|; = 0.2532 4 0.0020,

where the value R(D*)|, was calculated as
¢%ax dT(B—D*(—»Dn)1r~ 7)
R(DY)| Jif, 407 (A.4.10)
(= 2 D . De—1 = . P . 4.
%fgmax dq2(dF(B_)Dd((12_>D ) e) + dF(BHDd(;}D L H))

To get a feeling for the importance of each error, table A.2 lists the most important sources of
error for the total cross section I'(B— D*(—Dmn )7~ ;) and I'(B— D*(—Dm){" 1) as well as
R(D*).
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Error I'(B—D*(—Dn)r~ ;) T(B—D*(=Dm){"y)  R(D*)

Ve 3.88% 3.88%
ha, (1) 2.89% 2.89%

BR(D*— D) 1.39% 1.39%

P 0.79% 1.04% 0.60%
Ry(1) 0.6% 0.57% 0.32%
R3(1) 0.42% 0.42%
Ri(1) 0.26% 0.34% 0.06%

mp 0.07% 0.04% 0.03%

my 0.02% 0.02%

mp- 0.01% 0.01%
Total 5.14% 5.18% 0.80%

Table A.2:  Sources of error for the total cross section I'(B—D*(—Dn)r~ ;) and
I(B—D*(—Dmn)l" i) as well as R(D*).






Appendix B

Mathematical Background on Finding
Weights

Lemma B.0.1. Let {f,}1<a<n be a set of integrable functions f,: R¥ O U——R with U bounded.
Furthermore, let {g;}1<i<n be a set of integrable functions g;: U—R. Then the following two
statements are equivalent:

i) For any 1 <b < n, there exist weights wy(i) € R, 1 <i < N such that
! k N7
Oy = [ da® fo(@)fp(Z) V1<a<n with f& Zwb 1)gi(Z (B.0.1)
U

it) The n x N matriz (Agi)ai with

Ay ,7/ da® fa(Z)g:i(Z) (B.0.2)

has rank n.

In particular both statements imply N > n. If N = n, then the weights wy(i) are unique. If
N > n, then for each b, the possible choices (wy(i)); € RN form an affine vector space of
dimension N — n.

Proof. Using the definitions of the matrix A and for f,, we have:

/dg; Fo(@) [ (Z /dm fal@ Zwb )i (Z Zwb /dx fa(2)gi(T) =

(B.0.3)
= Zwb = (AQ);;

with the V x n matrix Q;;, = wp(i) (i.e. the matrix that has the weights wy(7) as columns). Thus
statement i) is equivalent to AQ = 1 with 1 the n X n identity matrix, i.e. equivalent to Q
being a right inverse of A. But a right inverse of a matrix exists if and only if the matrix has
full row rank, i.e. has more or equally many columns than rows and full rank. That shows the
equivalence i) <= ii) and that both imply N > n.

Provided that ii) is met, @ = AT(AAT)~! is an explicit example of a right inverse. Furthermore,
if Q0 is a right inverse, then €’ is another right inverse if and only if

02 AQ— AQ = A(Q — Q) = AAQ, (B.0.4)

111
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i.e. if AQ is a projector on ker A. A is a projector on ker A if and only if its columns (which
are the images of the base vectors) all lie in ker A, a vector space of dimker A = N — n. But
the weight (wy(i)); is exactly the b-th column of Q and thus lies in an affine vector space of
dimension N — n. More precisely:

(wp(i))s € AT(AAT)71e, 4 ker A (B.0.5)
with é, = (5bb’)1§b’§n € R™. ]

Remark B.0.2. Note that this result could be even more generalized in terms of linear independent
elements of a general inner product space' V, spanned by vectors f;, i.e.

X=Kfi+ - +Kfp (B.0.6)

for a field K. Now consider the dual space V* of linear maps V—K. There is a dual base ¢; of
V* corresponding to the base f; of V', defined via the values at the base elements

By theorem of Riesz, there are f; € V, such that ¢; = (f;, ).

Thus, what Lemma B.0.1 really tells us, is the equivalence of the following two statements:

i) The elements (g;,-) span V*
ii) The matrix A;; = (f;, g;) has full rank n.

Remark B.0.3. The degrees of freedom ag(1),...,aq(IN —n) in the case N > n = rank A of
the previous theorem can also be handled in a slightly more “explicit” manner. After possible
renaming, divide the set of the g; into {g;}i1<i<n and {g; }n<i<n in such a way, that the n x n
matrix A’ := (Ag;i)1<ai<n (With Ay, defined as in equation (B.0.2)) has full rank n. Note that
we have "1 | Aui(A"™Y)i = dap. Now define

(i) = {ab(i—n) forz':n—i—l,...,]\f7 (B.0.8)

(A =30, Zé\fznﬂ ap(j —n)Ag (A fori=1,...,n

i.e. use the degrees of freedom to directly fix some of the weights. The weights (B.0.8) are indeed
a solution to (B.0.1):

[ e fu(@) @) = [ data e Zwb )gi(Z Zwb
i(A/ DivAai — Z Z ap(j —n)Aq (A~ 1)chm) + Z ap(i —n)Ag =

=1 c=1j=n+1 i=n+1
n o n N N (BOQ)
= —ZZ Z b(j = 1) Acj Ai(A Vic+ > ay(i — n)Agi =
i=1 c=1 j=n+ T i=ntl
N N
= Oab — Z ap(j —n)Aa; + Z ap(i)Agi = Ggp-
Jj=n+1 i=n+1

In the above case the inner product was given by the an integral over U: (f;, f;) f da* fi(@) f;(Z) for
fi, fj eV.
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More specifically we now restrict ourselves to step functions for f;, by considering lemma B.0.1
for the specific case of

o . 1 Ze U;
gi(¥) = 1y, () = (B.0.10)
0 else

for subsets U; C U, 1 <4 < N. In this setting, lemma B.0.1 takes the form of

Corollary B.0.4. Consider a set {f,}1<a<n of integrable functions f,: RF D U——R with U
bounded and subsets “bins” U; C U with 1 < i < N. Define the “bin content”:

Fu(i) = / dz* f.(7) (B.0.11)
U;
Then the following two statements are equivalent:

i) For any 1 < b < mn, there exist weights wp(i) € R, 1 < i < N such that

N
1

Sap = Y _wy(i)Fa(i) V1<a<n. (B.0.12)
=1

i) Then x N matriz (Fy(i)) . has full rank n.

In particular, i) implies N > n. If N = n, then the weights wy(i) are unique. If N > n, then for
each i, the possible choices (wy(i)); € RY form an affine vector space of dimension N — n.

Proof. Note that we could have also written (B.0.12) as
= [ da* fu(@Fo(@) with i@ = YL, (B.0.13)
Thus this is Lemma B.0.1 with the functions g; as in (B.0.10). O

One last thing that remains of interest is, whether we can actually always find N = n bins U;
such that the two statements of Corollary B.0.4 are true. As a result of the following two lemmas,
this is in fact always possible:

Lemma B.0.5. Consider a set {fqo}1<a<n of integrable functions

fo: RFDU = [a7, 2] x - [z, ] —R. (B.0.14)

ni»en

Then the following two statements are equivalent:

(i) The {fa} are linearly independent
(i) The integrated functions

U—R
F,: z1 ZTn B.0.15
T—> dz - / dz!, fu(7) ( )
p

p1

n

are linearly independent.

Proof. Clear by the linearity of the integral and derivative. O
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Lemma B.0.6. Consider a set {fs}i<a<n of functions R" O U—R. Then the following
statements are equivalent:

(i) The {fa} are linearly independent

(ii) We can find T € U, 1 < b < n such that the n x n matriz (fo(Z)) has full rank n.

1<a,b<n

Proof. —(i)==-(ii) is obvious. For (i) = (ii), suppose that the {f,} are linearly independent,
but that for any n points Z, € U, the matrix (fq(2p))i1<q,b<n has rank less than n. Consider the
set

M = {(fa(f))lgagn | re U} C R"™. (B.O.lﬁ)

Then our assertion states that any n vectors of M are not linearly independent. However, if any
n points of a subset of a n dimensional vector space M are linearly dependent, then they lie in a
hyperplane (M) of the vector space with m := dim (M) < n.? But that means that I can find
fixed 0 # (cvg)1<a<n, such that

0=> aqfol@) VZEU, (B.0.17)

i.e. the {f,} are not linearly independent. O

The following lemma will also be of some interest when exploiting symmetry properties of
functions to find weights:

Definition B.0.7.
(i) A function f: R D [z_,z4]—R, z_ < x4 is called (anti)symmetric if and only if f(z) =
tf(r— 424 —x)forallz_ <z <uzy.
(ii) A binning U; = [z, zi+1]) C R, 2; < 2441, 0 <i < N — 1 is called symmetric if and only if

i +axn—i=x0+axy forall 0 <i<N.

Lemma B.0.8. Consider N symmetric bins U; = [z;,xi+1] C R, z; < 2441, 0<i<N-1and
functions {fo: [xo, zn+1]—R, 1 < a < n}. Suppose now that the solutions {f,} from Corollary
B.0.4 exist. Then

(i) #{fa | symmetricy < [N/2] and #{fa | antisymmetric} < |N/2|

(ii) If all functions are either symmetric or antisymmetric, a solution for {f;} can be found by
independently finding weights to distinguish between
1. {fa | symmetric} on [zo,z1], ..., [T[N/21-1, T[N/2]]
2. {fa | antisymmetric} on [xo,z1], ..., [T|n/2)—1, T N/2)],
leading to [N/2] or | N/2] weights, respectively, and then defining the remaining weights

by employing the symmetry requirements from (iit).

(iii) If all functions are either symmetric or antisymmetric and N = n, then f, (anti)symmetric
< f, (anti)symmetric <= wy(i) = twe(N +1—-4) V1 <i < N

2Let M C V be a subset of a K vector space and n := dim V. Suppose that any n points z1,..., 2, of M are
linearly dependent and consider the corresponding hyperplanes (z1,...,zn) i= Kz1 + - - - + Kz,. Let A be the
hyperplane with maximal dimension m < n. Suppose that M ¢ A. Pick a random element m € M\A. Since the
Z1,- - T, that generate A are linearly dependent, we can (after possible renaming) assume that (z1,---zp—1) = A.
But then dim (x1, - - - Zn—1,a) > dim A in contradiction to dim A being maximal. Thus M C A, i.e. M is contained
in a lower dimensional hyperplane of V.
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Proof.

(i) For the “binned” functions F,(i), we have F(N +1—1i) = £F,(¢) forall 1 <i¢ < N. But

then
LN [N/2) [N/2]
5abizwb(i)Fa(i) = Z wp (1) Fa (i) + Z Wp(N + 1 —i)F, (N +1—14) =
A - " NDE(NE) Nodd o)
= ; (wb(i)iwb(N+1—z’))Fa(i)vL{(gb([ /2DEa([N/2]) elsz

Thus we found a way to distinguish between all antisymmetric functions in | N/2]| (note
that for antisymmetric f;, we have F;(|N/2|) = 0 for odd N) and between all symmetric
functions in [N/2] bins. But to distinguish between m functions we always need at least
m bins (Corollary B.0.4).

(ii) Lemmata B.0.6 and B.0.5 together with (i) show that it is possible to find the weights for
the two cases as described. It is obvious that this solution can then be extended to one for
all {f;} by employing the symmetry properties as described.

(iii) If N = n, then the solutions {f;} are unique. Thus the only possible solution is the one
found in (ii), which fulfills the claim by definition. O

Note that we can also do this recursively, thus reducing the whole problem to different symmetry
properties. This applies for example to the functions in x in uniform bins of 7/4 width (see
figure 2.13 and table 2.2).
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Figure C.6: Overview of the mean of the pull distributions for the toys. Note: The markers for
electrons, muons and the combined fit have been slightly shifted to enhance readability. A total
of 1000 toys were generated for this closure test.
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Figure C.7: Overview of the standard deviation of the pull distributions for the toys. Additional
notes are given in figure C.6.
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Figure C.8: Overview of the x2/n.d.f value of the fit of the histograms to Gaussians. Additional
notes are given in figure C.6.

g 0% § O01F
= C 1) B per bin (red: e, blue: 1, black: e+ut) < E 1) B per bin (red: e, blue: p, black: e+u)
0.06[~ ° B* per bin (red: e, blue: p, black: e+p) 0-08:_ ° B* per bin (red: e, blue: p, black: e+p)
0 04:_ Mean all bins, B8’ and B* (red: e, blue: i, black: et+p) 0.06F Mean dl bins, B8’ and B* (red: e, blue: i, black: et+p)
N (4 E [ ]
0.02f- ® ¢ o 004
) O O g g o O© ° 0.02— o .
Ofs—o5 2L LS Sl e o O e
o5, oo Cot———2 \ 0: - Q,inj @ o Q).‘mn'-&% MC%
-0.02— e ¢ © ° -0.02 :_i g.f [} o O. ® [
-0.04- § —0.045— [ ]
C 1 1 1 1 1 1 1 1 1 = 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10 0 2 3 4 5 6 7 8 9 10
Binin x Binincos 6,
§ 0055 o B perbin (red: e blue y, black: e+y) é 0.08 o B°perbin (red: e blue: i, black: e+p)
0.04E ° B* per bin (red: e, blue: y, black: e+p) ' ° B* per bin (red: e, blue: p, black: e+p)
0 035_ Mean all bins, B’ and B (red: e, blue: 1, black: e+1) 0.06 Mean all bins, B’ and B® (red: e, blue: 1, black: e+)
03¢ .
0.02F .,
0.01F- c% o o
E o O
O& Q O Oﬁ (9 @) Q O“
-0.01 g_'—‘O—QTq‘—o-o—O-‘—h@r" - %. .
E o ® } o)
-0.02F . s
—0_03:— I I I I I I I I I
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
BinincoseD. Bininw

Figure C.9: Overview of the mean of the pull distributions for toys with varied MC (MC where
one of three B—D* form factor parameters is varied by +1o, leading to six results per bin, B
type and lepton type). Note: The markers for electrons muons and the combined fit results have
been slightly shifted to enhance readability. Also note that the errors shown do not take the error
of the single Gaussian fit into account, but only the deviations for the six different results for the
MC variations. A total of 1000 toys were generated for the closure test for each MC variation.
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Figure C.10: Overview of the standard deviation of the pull distributions for the toys with varied
MC. Additional notes are given in figure C.9.
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Figure C.14: Overview of the mean of the pull distributions for closure test 2 (data stream
0). Note: The markers for electrons, muons and the combined fit have been slightly shifted to
enhance readability. A total of 1000 toys were generated for this closure test.
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Figure C.15: Overview of the standard deviation of the pull distributions for closure test 2 (data
stream 0). Additional notes are given in figure C.14.
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Figure C.16: Overview of the x?/n.d.f value of the fit of the pull histograms of closure test 2
(data stream 0) to Gaussians. Additional notes are given in figure C.14.
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Figure C.17: Overview of the mean of the pull distributions for the toys with varied MC (MC
where one of three B— D* form factor parameters is varied by +1o, leading to six results per
bin, B type and lepton type). Note: The markers for electrons muons and the combined fit
results have been slightly shifted to enhance readability. Also note that the errors shown do not
take the error of the single Gaussian fit into account, but only the deviations for the six different
results for the MC variations. A total of 1000 toys were generated for each MC stream for this
closure test.
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Figure C.18: Overview of the standard deviation of the pull distributions for closure test 2 (data
stream 0) with varied MC. Additional notes are given in figure C.17.
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Figure C.19: Overview of the x?/n.d.f value of the fit of the pull histograms for closure test 2
(data stream 0) to Gaussians with varied MC. Additional notes are given in figure C.17.
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Figure C.20: Overview of the mean of the pull distributions for closure test 2 with real data
(used to determine the PDF shape systematic error). Note: The markers for electrons, muons
and the combined fit have been slightly shifted to enhance readability. A total of 1000 toys were
generated for this.
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Figure C.21: Overview of the standard deviation of the pull distributions for closure test 2 with
real data (used to determine the PDF shape systematic error). Additional notes are given in
figure C.20.
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Figure C.22: Overview of the x?/n.d.f value of the fit of the pull histograms closure test 2 with
real data (used to determine the PDF shape systematic error) to Gaussians. Additional notes
are given in figure C.20.
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Figure C.23: Migration matrices for the binning in w.
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Figure C.24: Migration matrices for the binning in y.
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Figure C.25: Migration matrices for the binning in cos 6.
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Figure C.26: Migration matrices for the binning in cos 6p~.
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Theory error (B=B°, |=e, binning var=w, vari ation=3xo)
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Theory error (B=B*, =g, binning var=w, variation=3xo)
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Figure C.27: Model uncertainties for the binning in w as described in section 3.8.2.
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Theory error (B=B*, I=g, binning var=y, variati on=3chF)
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Figure C.28: Model uncertainties for the binning in x.
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Theory error (B=B°, I=e, binning var=cos), variation=3xo )
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Figure C.29: Model uncertainties for the binning in cos 6.
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Figure C.30: Model uncertainties for the binning in cosp-.
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Figure C.31: Unfolding of real data binned in w using matrix inversion and SVD unfolding for
multiple values of the regularization parameter k as discussed in section 3.8.5. Results unfolded
using matrix inversion are shown as hatched rectangles, results obtained with the SVD unfolding
algorithm (for several different regularization parameters k) are shown as black data points with
error bars. The input data to be unfolded is shown as a golden histogram with golden shaded
rectangles for its errors. For comparison, reco MC data (green histogram) and truth MC data

(red histogram) are shown as well.
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Figure C.32: Unfolding of real data binned in y using matrix inversion and SVD unfolding for
multiple values of the regularization parameter k. See figure C.31 for additional notes.
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Figure C.33: Unfolding of real data binned in cos 6, using matrix inversion and SVD unfolding
for multiple values of the regularization parameter k. See figure C.31 for additional notes.
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Figure C.34: Unfolding of real data binned in cos #p~ using matrix inversion and SVD unfolding
for multiple values of the regularization parameter k. See figure C.31 for additional notes.
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Figure C.35: Efficiency €reco€tag per bin for electrons (red), muons (blue) and the combined fit (black).
The dashed lines correspond to the average efficiency (calculated with event yields as weights).
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squared, thus the relative impact of large errors is (even) bigger than this figure suggests.



Relative error

Relative error

Relative error

0.1

0.08

0.06

0.04

0.02

146

B=B°, I=e, binning var=x, k=5

0.1

0.08

0.06

0.04

0.02

1 2 3 4 5 6
X

B=B°, I=y, binning var=x, k=5

0.07

0.06

0.05

0.04

0.03F

0.02

0.01F

1 2 3 4 5 6

X
B=B°, I=¢/y, binning var=x, k=5

----Unfolded
— Tag eff.

-- Tracking eff.

Nyg
=iy
Model error

T
—_Rest

---- Unfolded
— Tag eff.

---- Tracking eff.

P‘Bﬁ
B
Model error

TR

---- Unfolded
— Tag eff.

-- Tracking eff.

Na
=40

Model error
= To

|— redt

APPENDIX C. SUPPLEMENTARY FIGURES

Relative error

Relative error

Relative error

B=B*, I=¢, binning var=x, k=5

0.14

0.12

01—

0.08[—

0.06

0.04

0.02F-

1 2 3 4 5 6
X

B=B*, I=y, binning var=x, k=5

0.14

0.1

0.08

0.06

0.04

0.02

0.1

0.08

0.06

0.04

0.02

2 3 4 5 6

X

1

B=B*, I=e/y, binning var=x, k=5

----Unfolded
— Tag eff.
----Tracking eff.

----Unfolded
— Tag eff.
---- Tracking eff.
Nos
==Tug
Model error

----Unfolded
— Tag eff.
---- Tracking eff.
Nos
===l
Model error
Ty

|— Rredt

Figure C.37: Comparison of relative errors per bin in x. Additional notes are given in figure

C.36.
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